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Preface

About the book

This book is intended to provide the reader with the basic concepts, an overview of the experimental techniques, a

broad range of case studies and the main theories, relevant to laser chemistry. The text has been written at a level

suitable forfinal-yearundergraduate students studyingchemistry,physicsorchemicalengineering. Inaddition,we

hope that it will be useful to graduate students studying for theirMasters or PhD degrees in scientific fields related

to, or involving, laser techniques and fundamental or practical aspects of chemistry. Of course, we also hope that

colleagues in our profession, who are new to the field of laser chemistry, may find it enjoyable and useful to read.

In writing this book we have concentrated on molecular mechanisms and the fundamental nature of the

phenomena under study. Wherever possible we emphasize the basic science rather than presenting overlengthy

derivations or rigorous mathematical treatments. Where necessary, more detailed treatments and important key

issuesarepresentedseparately inboxes that arehighlighted; anovice reader could initially leaveout suchadvanced

material,without anyserious lossofunderstanding.Throughout the textwehaveendeavoured toachievea sensible

balance in the presentation of the experimental facts, fundamental points andmathematical descriptions necessary

tounderstand thegeneral fieldof laser chemistry.Aboveallwehave tried tomaintain clarity in thepresentation and

discussion of the topics that are covered.

Every effort has beenmade to cover themost important areas of chemistry inwhich lasers play a significant role or

have driven the development of new knowledge. Thus, after introducing the basic concepts and methodologies, we

systematically present and discuss examples in analytical chemistry, spectroscopy, reaction dynamics, cluster and

surface reactions and environmental chemistry; a dedicated section on applications is given at the end of the book.

We have given only a brief presentation of areas that are still verymuch in a state of flux, such as coherent control or

the use of attosecond and free-electron laser sources; for these topics, up-to-date keyfindingswill be provided on the

frequently updated web pages that are associated with this book www.wileyeurope.com/college/telle. Once a

particular field has settled down, we will aim to include further information in future revisions of the book.

The book is divided into seven distinct parts and these are subdivided into individual chapters. In Parts 1–3 we

present the general principles that underpin the operation of lasers, the key properties of laser radiation, the main

features of the various laser sources, and an overview of the most commonly used laser spectroscopic techniques,

together with the instrumentation and methods for data acquisition. In Parts 4–6 we address the principles of

unimolecular, bimolecular, cluster and surface reactions, which have been probed, stimulated or induced by laser

radiation. In the final part, Part 7, we summarize a range of practical laser applications in industry, environmental

studies, biology and medicine, many of which are already well established and in routine use.

The reader will notice that only a handful ofworked examples and representative problems are embedded in the

text. This is deliberate and not an omission; we found that the range of sensible examples that were needed, to aid

the understanding of basic concepts and the practical application of laser procedures, were not easy to formulate

without providing meaningful data sets. Clearly, the inclusion of lengthy data columns into a text was not an

attractive prospect. Therefore, we have opted to provide examples, relating to the various chapters (with solutions



on request), on the Web pages associated with the book; this approach will allow updating and expansion of the

examples. We also invite you, the reader, to contribute suitable examples and problems to these web pages (in

consultation with the authors).

Exploiting the capabilities that a Web page can offer, we also provide some additional material, e.g. graphs,

figures and images,whichbenefit from theuse of colour.Wealso endeavour tomakeavailable, through links on the

web pages, some key publications to make it easier for the reader to appreciate certain milestones in the

development of laser chemistry.
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1
Introduction

Since the age of alchemy and the search for the

philosopher’s stone, man has looked for ways of

controlling the transformation of matter. Today,

chemists seek to control the outcome of chemical

reactions, to suppress unwanted side products and to

synthesize new molecules. In this book we will see

how this long-standing dream has been partially

achieved through the application of lasers in chemis-

try and how sometimes we can even teach lasers to be

as skilful as chemists!

1.1 Basic concepts in laser
chemistry

The laser has revolutionized many branches of

science and technology, and this revolution is seen

very clearly in chemistry, where the laser has now

become one of the essential tools of chemistry.

Chemistry is a scientific discipline that studies

matter and its transformation, and it is precisely in

these two areas that lasers and laser technology play

such a crucial role. As illustrated in Figure 1.1, the

laser is a powerful tool which can be used to charac-

terize matter by measuring both its properties and

composition. Furthermore, the use of laser radiation

can be a powerful method to induce or probe the

transformation of matter in real time, on the femtose-

cond (10�15 s) time-scale.

The links between the laser and chemistry

The links between the laser and chemistry are mani-

fold, as shown schematically in Figure 1.2.

First, we have the so-called chemical lasers. This

link goes directly from chemistry to lasers, i.e. a

chemical reaction provides the energy to pump a

laser. An example of this type of laser is the HF

chemical laser, in which fluorine atoms, produced

in a discharge, react with H2 to produce a population

inversion in the ro-vibronic states of the product HF:

Fþ H2�!HFz þ H

The excited HFz then produces intense, line-tuneable

laser output in the infrared (IR).

Another example is the excimer laser, where ion-

molecule and excited state reactions produce a popu-

lation inversion; e.g. in the KrF laser, an electric

discharge through a mixture of Kr and F2, diluted in

He, produces Krþ ions, Rydberg-excited Kr*, and F

atoms, which subsequently react, yielding excited-

state KrF*. Since the ground-state potential is repul-

sive (i.e. the ground state is unbound) the molecule

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



dissociates immediately after emitting a photon and

population inversion is ensured. Excimer lasers are

nowadays widely used in the car industry for welding,

in research laboratories for fundamental and applied

science, and in ophthalmology for eye surgery, to

name the most common applications.

These are just two examples where the energy from

a chemical reaction is transformed into coherent

radiation that is subsequently employed in various

applications.

A second link involves the use of lasers as ‘analy-

tical’ tools, for sample analysis and characterization.

In this wide field of analytical applications, lasers have

been used to probe a variety of systems of chemical

interest. Both stable species and nascent radicals pro-

duced by fast chemical reactions can be monitored

with high sensitivity. As we shall see in later chapters,

the special properties of laser radiation have opened

up many new possibilities in analytical chemistry.

The third link between lasers and chemistry is the

initiation and control of chemical change in a given

system. The initiation of chemical processes by laser

radiation has become a powerful area, not only in

modern photochemistry, but also for technological

applications. An example within this category is the

multiphoton dissociation of SF6 (sulphur hexafluor-

ide) by IR laser radiation; this provides a means by

which the two isotopomers 32SF6 and 34SF6 can be

separated.

A further example is the control of chemical reac-

tions using the methods of coherent control; this

approach lies at the cutting edge of current research

in laser chemistry, and we will discuss this topic in

some detail in Chapter 19.

The laser: a ‘magical’ tool in analytical
chemistry

Undoubtedly, lasers have become a sort of a ‘magical’

tool in analytical chemistry. So, why is this? We

Figure 1.1 Principle processes in laser chemistry

LASER CHEMISTRY
laser instrumentation

probing matter
of chemical interest

process control
induced chemical change

chemical lasers
laser materials

Figure 1.2 The interconnections between chemistry and
laser technology
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could answer in a variety of ways, but perhaps the

easiest way is to address the specific properties

that characterize laser radiation. Briefly, the proper-

ties that distinguish lasers from ordinary light

sources are:

� they are brighter;

� they are tuneable and highly monochromatic;

� they are highly directional;

� they allow polarization control;

� they are temporally and spatially coherent;

� they can probe molecules on the femtosecond

(10�15 s) time-scale.

The brightness of a laser not only implies a better

signal-to-noise ratio, but more importantly the cap-

ability of probing and recording trace concentrations

of transient species, reaction intermediates, photodis-

sociation fragments, etc. In fundamental research,

all methods for probing reactions require single-

collision conditions; under these conditions, the

high laser power makes up for the low particle

density. In addition, powerful lasers open up new

dimensions in non-linear phenomena, i.e. two-photon

or multiphoton processes leading to dissociation and/

or ionization.

Laser radiation is monochromatic and in many

cases it also is tuneable; these two characteristics

together provide the basis for high-resolution laser

spectroscopy. The interaction between laser radiation

and molecules can be very selective (individual quan-

tum states can be selected), permitting chemists to

investigate whether energy in a particular type of

molecular motion or excitation can influence its

reactivity. Photochemical processes can be carried

out with sufficient control that one can separate

isotopes, or even write fine lines (of molecular dimen-

sions) on surfaces.

The output of most lasers can be, or is, polarized.

The polarization character of the laser field interact-

ing with the chemical reaction partners is indispensa-

ble when investigating stereodynamic effects. For

example, by changing the plane of polarization

of the laser radiation used to excite a reagent, the

symmetry of the collision geometry can be altered

and, consequently, the outcome of a chemical reaction

may change (see the brief examples below in the

‘Stereodynamical aspects’ section).

Temporal coherence allows laser pulses to be tai-

lored, providing the chemist with the opportunity to

observe rapid changes down to the femtosecond time-

scale. Using the technique of femtosecond excitation

and probing, we now have the capability to study

ultrafast reactions in real time.

The coherent character of laser radiation is

reflected in the photon distribution function, whose

phase relation distribution is peaked and very narrow,

in contrast to the distribution function from a chaotic

light source. Therefore, within a small interaction

volume, the spatial and temporal coherence in the

laser field results in significant transition probabilities

for multiphoton absorption processes, whose occur-

rence would be nearly insignificant using an incoher-

ent radiation source, even one exhibiting the same

overall irradiance as a coherent laser source. This

difference in transition probability is crucial for the

successful implementation of any method requiring

multiphoton absorption, both in general molecular

spectroscopy (in monitoring chemical processes)

and in techniques exploited in laser analytical chem-

istry. One such technique is resonance-enhanced mul-

tiphoton ionization (REMPI).

One of the major problems in analytical chemistry

is the detection and identification of non-volatile

compounds at low concentration levels.Mass spectro-

metry is widely used in the analysis of such com-

pounds, providing an exact mass, and hence species

identification. However, successful and unequivocal

identification, and quantitative detection, relies on

volatilization of the compound into the gas phase

prior to injection into the analyser. This constitutes a

major problem for thermally labile samples, as they

rapidly decompose upon heating. In order to circum-

vent this difficulty, a wide range of techniques have

been developed and applied to the analysis of non-

volatile species, including fast atom bombardment

(FAB), field desorption (FD), laser desorption (LD),

plasma desorption mass spectrometry (PDMS) and

secondary-ion mass spectrometry (SIMS). Separating

the steps of desorption and ionization can provide an

important advantage, as it allows both processes to be

1.1 BASIC CONCEPTS IN LASER CHEMISTRY 3



optimized independently. Indeed, laser desorption

methods have recently been developed in which

the volatilization and ionization steps are separated,

providing very high detection sensitivity.

REMPI, coupled with time-of-flight mass spectro-

metry (TOFMS), is considered to be one of the most

powerful methods for trace component analysis in

complex mixtures and matrices. The high selectivity

of REMPI–TOFMS stems from the combination

of the mass-selective detection with the process of

resonant ionization; thus, absorption of two or more

laser photons through a resonant, intermediate state

provides a high level of selectivity, (i.e. laser wave-

length-selective ionization). The main advantages of

REMPI–TOFMS are its great sensitivity and resolu-

tion, high ionization efficiency, the control of mole-

cular fragmentation (by adjusting the laser intensity

appropriately), and the possibility of simultaneous

analysis of different components present in a given,

complex matrix (e.g. non-volatile compounds in

biological samples).

Lasers and chemical reactions

Figure 1.3 shows schematically the different regimes

where laser techniques can be applied in the study of

chemical reactions. Note that we have made a clear

distinction between gas- and condensed-phase pro-

cesses, but only for pedagogical purposes (the tech-

nique and fundamental interactions underlying the

overall phenomena are frequently the same). For

the same reasons, we have separated unimolecular

from bimolecular processes in later chapters. We

also separately address condensed-phase processes,

like surface chemistry, solution reactions, photo-

biochemistry, hydrodynamics and etching, in the

chapters that follow.

The use of lasers to prepare reactants and/or
probe products of chemical reactions

A chemical reaction can be viewed as dynamical

motion along the reaction coordinate from reactants

to products. Thus, lasers can be used to prepare

reagents and to probe products in particular quantum

states.

A good example of the first category is the enhance-

ment of a chemical reaction following vibrational

excitation of a reagent. The first experiment showing

that vibrational excitation can enhance the cross-

section of a chemical reaction was reported for the

crossed-beam reaction

Kþ HCl�!KClþ H

Figure 1.3 How lasers can be employed to pump, influence andprobe chemical reactions
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An HCl chemical laser was employed to resonantly

excite the v00 ¼ 1 level of the HCl reactant. It was

estimated that, following vibrational excitation of

HCl, the KCl yield was enhanced by about two orders

of magnitude.

On the other hand, lasers can also be used to probe

reaction products. A representative example is that of

reactions of the type

MðM ¼ Mg;CaÞ þ X2ðX ¼ F;ClÞ�!MXz þ X

in which the nascent MXz can be probed by laser-

induced fluorescence (LIF). Indeed, rotational and

vibrational product state distributions have been

determined for this type of reaction from the analysis

of such LIF spectra. The reaction is known to occur via

electron transfer from the metal atom to the di-

halogen. The negative ion X�2 so formed rapidly dis-

sociates under the Coulombic attraction of the Mþ

ion. LIF analysis of the nascent CaCl versus MgCl

product indicates that whereas CaCl is formed vibra-

tionally excited, MgCl is only rotationally excited.

This difference can be explained by the difference in

the range at which the electron jump takes place.

Whereas in the Ca reactions the jump occurs at long

range such that energy is channelled into the Ca—X

coordinate (i.e. as CaCl vibrational energy), in the Mg

reaction the electron jump distance is shorter, such

that there is no possibility for vibrational excitation of

the product and most of the energy appears in rota-

tional excitation of the MgCl. This is, therefore, a

clear example in which laser probing of the nascent

reaction producthelps tounravel the reactionmechan-

ism and dynamics at a detailed molecular level.

Probing product state distributions by multiphoton

ionization is one of the most sensitive methods for

the analysis of both bimolecular and photofragmenta-

tion dynamics. For example, by using REMPI one

can measure the rotational state distribution in the

N2 fragment produced in the photofragmentation of

N2O; it was found that the maximum in the rotational

state population is near J � 70. This reveals that

although the ground electronic state is linear, the

excited state is bent and thus the recoil from the O

atom results in rotational excitation of the N2

molecule.

It is often possible to use lasers to pump and probe a

chemical reaction simultaneously. In other words, it is

possible to use one laser to prepare a reactant in a

specific quantum state and a second laser to probe the

product. A good example is the reaction

Ca�ð4s4p1P1Þ þ H2�!CaHðX2�þÞ þ H

which is exothermic by 1267 cm�1. On the other

hand, the ground-state reaction

Cað4s2Þ þ H2�!CaHðX2�þÞ þ H

is endothermic by 22 390 cm�1. Therefore, two

lasers were needed to investigate the reaction dyna-

mics in this case: a pump laser operating at

lexc¼ 422.7 nm was used to prepare Ca atoms in

the 1P1 state and a probe laser was used to excite LIF

from the CaH via the B2�þ�X2�þ transition (in

the wavelength range of 620–640 nm). The (0, 1)

and (1, 2) transitions were monitored and analysis

of the rotational line intensities gave the product

rotational distribution (given the Hönl–London

factors, the rotational line intensities for the v ¼ 0

and v ¼ 1 levels could be determined). Furthermore,

by summing up the rotational lines for each level,

and by making use of the Franck–Condon factors,

the CaH vibrational distribution could be deduced.

Laser-assisted chemical reactions

Laser assisted chemical reactions are defined as reac-

tions in which the product yield is enhanced by excit-

ing the transition state (i.e. the reactants are not

excited). A classical example for a photon-mediated

atom–diatom reaction is that of

Kþ NaCl�!jKCl � �Naj6¼ þ h��!KClþ Na�

Excited Na* is observed when the laser photon is

selected to excite the jKCl � �Naj6¼ transition state:

the excitation photon does not have the correct

(resonant) energy to excite either K or NaCl (see the

conceptual diagram in Figure 1.4).

Laser-stimulated versus laser-induced
chemical reactions

Chemical reactions can be stimulated or induced by

lasers. The former case refers to the situation where
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the laser enhances the reaction rate. Thus, when the

laser is turned off, the reaction rate diminishes but the

process continues. The example given above, namely

the reaction K þ HCl! KClþH, which can be

stimulated with a chemical laser by pumping the

v00 ¼ 1 level of HCl, thus falls into this category.

The situation is different, however, for a laser-induced

chemical reaction, e.g. the multiphoton dissociation

of SF6, leading to the products SF5þ F. When the

laser is turned off, photodissociation ceases.

Gas-phase photodissociation can be induced

by single- or multi-photon excitation processes.

Single-photon dissociation, combined with imaging

techniques, has revealed detailed insight to the bond-

breaking process. A representative illustration of

this type of study is the far-ultraviolet (UV) photolysis

of NO2 leading to the products O(1D)þNO. From

the analysis of the imaging data for O(1D), both

the translational and the vibrational distributions

in the product fragments have been deduced; these

data provide a detailed insight into the dynamics

of the dissociation process and clearly show that

there is a change in geometry, from bent to linear, on

excitation.

Molecular photodissociation can also be achieved

by IR multiphoton excitation. A classical example

of such processes is that of SF6þ nh� ! SF5þ F,

which can also be applied to produce isotope

enrichment in a 32SF6/34SF6 mixture (the mecha-

nism for this process is discussed in some detail in

Chapter 18).

Stereodynamical aspects

The electronic excitation of a reagent can have several

effects on a chemical reaction. For example, a higher

electronic energy content in a reagent can make a

reaction exothermic that would otherwise have been

endothermic; as a consequence, enhancement of the

reaction yield may ensue. However, laser excitation of

a reactant species (atom or molecule) not only

increases its internal energy, it also generally modifies

its electronic state symmetry. It is well known that

symmetry plays an important role in photon-induced

transitions (cf. selection rules in electronic, vibra-

tional and rotational spectroscopy), but it can also

play an important role in chemical reactivity. Electro-

nic excitation invariably changes the shape and

symmetry of the potential energy surface (PES) and

it may induce a different reaction mechanism com-

pared with that of the ground state. An example is the

change from abstraction to predominantly insertion

reactions, seen for oxygen atoms, as one goes from the

ground state, O(3P), to the first excited state, O(1D).

Here also, we see that energy alone is not sufficient to

promote a reaction, as the second excited state of the

oxygen atom, O(1S), is far less reactive than the lower

energy O(1D) state.

Since the early days of reaction dynamics, the

vectorial character of the elementary chemical reac-

tion has been well recognized. Not only are scalar

quantities (such as collision energy or total reaction

cross-section) important in shaping a reactive colli-

sion, but vectorial properties (such as the reagent’s

orientation, and orbital or molecular alignment) can

also significantly influence the outcome of an elemen-

tary chemical reaction.

For example, photodissociation is an anisotropic

process. The polarization of the electric field of the

photolysis laser defines a spatial axis, to which

the vectors describing both the parent molecule and

the products can be correlated (see Figure 1.5).

Ina full-collision experiment, e.g. incrossed-beam,

beam–gas or gas cell arrangements, the reference axis

is the relativevelocity vector. Conceptually, thevector

correlation is identical to that of photodissociation,

only now the relative-velocity vector rather than the

electric-field vector defines the symmetry. Thus, the

reagents’ electronic orbital alignment can influence

the product yield of a chemical reaction. Imagine, for

hνpump
‡

hνproducts

AB + C

A + BC

A⋅⋅⋅B⋅⋅⋅C ‡



 A⋅⋅⋅B⋅⋅⋅C ‡





A⋅⋅⋅B⋅⋅⋅C ‡



 A⋅⋅⋅B⋅⋅⋅C ‡





*

*

AB + C

endothermic

E
N

E
R

G
Y

Figure 1.4 Laser-assisted (endothermic) chemical re-
action. Note that h�pump

z excites neither reagents nor
products
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example, the system Aþ B2, which yields the reac-

tion products ABþ B. In the case that the A atom is

elevated to an excited state, say by a transition
1S0! 1P1, the alignment of the 1P1 orbital with

respect to the relative-velocity vector can influence

the outcome of the reaction A(1P1)þ B2! ABþ B.

For the case that the p-orbital is parallel to the relative

velocity vector, the PES is of so-called � symmetry

and the yield of AB in its excited � state is enhanced.

Conversely, if the p-orbital is perpendicular to the

relative velocity vector, then the yield of AB in its

electronically excited � state is enhanced, as shown

pictorially in Figure 1.6.

The direct correlation observed between the paral-

lel and perpendicular alignments in the centre of mass

and the �- and �-product channels, in the laboratory

frame, is an example of the stereodynamical aspect of

chemical reactions that can be precisely investigated

by linking them to suitable laser photon fields.

The universality of the laser chemistry

A complete knowledge of chemical reactivity

requires a full understanding of single collision

events. One of the most powerful tools with which

to investigate such events is the molecular beam

method. Under molecular beam conditions one can

study bimolecular reactions in great detail, using both

laser excitation and probing techniques.

The intermediates in many bimolecular reactions

exhibit lifetimes of less than a picosecond. Thus, it

was only after the development of ultrafast laser

pulses (of the order of 100 fs or so) that it has become

possible to study the spectroscopy and dynamics

of transitions states directly, giving rise to the so-

called field of femto-chemistry. This discipline has

revolutionized the study of chemical reactions in

real time, and one of its most prominent exponents,

Ahmed H. Zewail, was awarded the Nobel Prize for

Chemistry in 1999 for his pioneering contributions to

this field.

Chemical reactivity depends significantly on the

state (phase) and degree (size) of aggregation of a

particular species. Laser techniques have been devel-

oped to study chemical processes in the gas phase, in

clusters, in solutions and on surfaces. Thus, clusters,

i.e. finite aggregates containing from two up to 104

particles, show unique properties that allow us to

investigate the gradual transition from molecular to

Figure 1.5 Stereodynamical effects of polarized laser
interactions, here exemplified for laser-induced photo-
fragmentation; spatial orientation of the initial rota-
tional axis of the molecular product is induced. Top
panel: the laser polarization is out of the dissociation
plane; bottom panel: the laser polarization is in the dis-
sociation plane. The dashed lines indicate the centre-of-
mass coordinate of the receding products

Figure 1.6 Stereodynamical effect as a result of laser
orbital alignment of the reagent atom; spatial orientation
of the atomic dipole moment is induced. Top panel: the
laser polarization is out of the collision plane; bottom
panel: the laser polarization is in the collision plane. The
dashed lines indicate the centre-of-mass coordinate of
the receding products
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condensed-matter systems (see the schematics of the

transition from isolated particles through aggregates

to solid surfaces in Figure 1.7).

The binding forces in aggregates and clusters are

often weak interactions of the van der Waals type.

These van der Waals forces are responsible for impor-

tant phenomena such as deviations from ideal gas

behaviour, and the condensation of atoms and mole-

cules into liquid and crystalline states. Such weakly

bound van der Waals molecules have become model

systems in chemistry. Both the structure and the

photodissociation of van der Waals molecules are

discussed later in some detail (see the examples in

Part 6).

The study of laser-induced chemical reactions

in clusters is normally carried out in a molecular

beam environment. One of the great advantages of

using the molecular beam technique is its capability

to generate supercooled van der Waals clusters of

virtually any molecule or atom in the periodic

table. This method of ‘freezing out’ the high number

of excited rotational and vibrational states of mole-

cular species in the beam is a powerful tool, not only

to implement high-resolution spectroscopic studies,

but also to form all kinds of aggregates and clusters.

One of the most widely used methods for cluster

formation is the technique of laser vaporization.

This powerful method was developed by Smalley in

the 1980s and led to the discovery of C60 and the other

fullerenes, which was recognized by the award of the

1996 Nobel Prize in Chemistry to Kroto, Curl and

Smalley.

Reactions in solution are very important in

chemistry; the solvent plays a crucial role in these

processes. For example, trapping reactive species in

a ‘solvent cage’ (see the centre part of Figure 1.7 for

a schematic of the principle), on the time-scale

for reaction, can enhance bond formation. The solvent

may also act as a ‘chaperone’, stabilizing energ-

etic species. Studies in solvent environments have

only become possible recently, once again aided

by the advent of ultrafast lasers, which allowed

the investigation of the solvation dynamics in real

time.

Processes such as photodissociation of adsorbed

molecules or phonon- versus electron-driven sur-

face reactions are topics that are currently attract-

ing great attention. The photodissociation of an

adsorbed molecule may occur directly or indir-

ectly. Direct absorption of a photon of sufficient

energy can result in a Franck–Condon transition

from the ground to an electronically excited repul-

sive or predissociative state. Indirect photodisso-

ciation of adsorbates, involving absorption of

photons by the substrate, can take place via two

processes. The first one is analogous to the process

of sensitized photolysis in gases (i.e. energy is

transferred from the initially excited species to

another chemical species). The second one, also

substrate mediated, implies the photo-transfer of

an electron from the substrate to an anti-bonding

orbital of the adsorbate, i.e. charge transfer photo-

dissociation. Laser techniques are now revealing

some of the fundamental principles involved in

these two excitation mechanisms.

Figure 1.7 The generalization of laser chemistry. Top
panel: laser-mediated gas-phase reaction; middle panel:
laser-mediated reaction of a molecule trapped in a (cluster)
solvent cage; bottom panel: laser-mediated reaction of
an adsorbed molecule with a surface atom/molecule (laser
interactswith adsorbedmolecule or the surface)
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State-of-the-art laser chemistry

Probably the most revolutionary development in our

knowledge of the nature of the chemical bond and

the dynamics of the chemical reactions has been

gained by using ultrafast lasers, mostly in the fem-

tosecond time-scale. This area of research is now

commonly known as femto-chemistry, and ample

coverage is given to it in this book. As we will

show in detail later, laser excitation by femtosecond

pulses leads to a coherent superposition of excited

states. By observing the time evolution of the wave

packet that is created, one can record snapshots of

molecular photofragmentation and chemical reac-

tions, i.e. the bond-breaking and bond-forming pro-

cesses can be studied in real time.

Traditionally, the control of chemical processes is

accomplished by well-established procedures, e.g. by

changing the temperature or pressure of the reaction

mixture, or perhaps by using a catalyst that signifi-

cantly lower the activation energy for a given reaction

channel.

However, since the advent of laser technology, the

laser has been suggested as a new tool for controlling

chemical reactions. One of the most developed

schemes to control chemical reactions is through the

excitation of the reagents into specific states, which

are then stimulated to evolve into distinct product

states. An example of this line of attack has been

the development of mode-selective chemistry: for

certain reactions, vibrational excitation seems to be

more effective than translational excitation of the

reagents. However, it has to be noted that the rapid

internal vibrational redistribution within bond-

excited reagents makes mode selectivity in chemical

reactions a challenging task.

For the last decade or so, a new method has been

developed tocontrol chemical reactions that it isbased

on the wave nature of atoms and molecules. The

new methodology is called ‘quantum control’, or

‘coherent control’ of chemical reactions, and is

based on the coherent excitation of the molecule by

a laser. Generally speaking, an ultra-short laser pulse

creates a wave packet whose time evolution describes

the molecular evolution in the superposition of

excited states. Quantum control tries to modify the

superposition of such an ensemble of excited states

and, therefore, influences the motion of the wave

packet in such a manner that highly constructive

interference occurs in the desired reaction pathway,

and all other reaction pathways experience maximum

destructive interference.

The multidisciplinarity of laser chemistry

The rapid developments in new laser techniques

and applications have extended the field of laser

chemistry into many other scientific fields, such as

biology, medicine, and environmental science, as

well as into modern technological processes. This

‘natural’ invasion is a result of the multidisciplinary

character of modern laser chemistry. Examples of

this multidisciplinary character are numerous and

are amply covered in later chapters of the book.

However, a few examples are outlined here in order

to illustrate the key features relevant to laser chem-

istry better.

We have mentioned earlier that the brightness of

laser light provides the ideal conditions for non-linear

spectroscopy in atomic and molecular physics and

analytical chemistry, but it can also lead to ‘blood-

free’ and sterile surgery in medicine and other appli-

cation in modern biomedicine.

In surgery it is very important to achieve three main

effects: vaporization, coagulation and incision. The

experience gained through laser chemistry, particu-

larly with laser ablation of solid samples, has enabled

the laser beam parameters to be optimized for all three

effects. The photoactivation of certain chemicals in

vivo can be used in the treatment of cancer. As

described in Part 6 of this book, by photoactivating a

dye material (given to the patient sometime earlier to

the anticipated laser exposure) a photochemical reac-

tion can be initiated that causes the death of malignant

cells without destroying adjacent normal cells. This

treatment, known as photodynamic therapy, is a clear

example of the way in which laser-induced selective

chemistry can be used in medicine.

Laser analytical chemistry is perhaps one of the

sub-fields that has had the highest impact on other

fields and associated technologies. The spectral pur-

ity, or monochromaticity, of the laser light, amply

exploited in reaction dynamics by preparing specific

reagents’ states or probing specific product states, is

today used extensively in environmental science, e.g.
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for laser remote sensing (light detection and ranging

(lidar), differential absorption lidar (DIAL), etc.), or

in biology for selective excitation of chromophores in

cells or biological tissues. Key examples of these

types of multidisciplinary application are amply

described in later chapters.

Another illustration of the multidisciplinarity of

laser chemistry is the development of modern appli-

cations in nanotechnology, where, for example,

nanoscale patterning is an emerging laser chemical

method. We will see how the concept of localized

atomic scattering extends to that of localized atomic

reaction: the formation of the new bond created

at the surface takes place in an adjacent location

to the old bond that is being broken. In Chapter 27

we will then see how this localized atomic reaction

development can be used to produce nanoscale

patterning, i.e. patterning with exceptionally high

spatial resolution.

As mentioned above, the temporal coherence of the

laser light has revolutionized the investigation of che-

mical processes in real time because it has made

possible the preparation, and subsequent evolution,

of wave packets in molecular and atomic systems.

This coherent character of laser light is currently

used for quantum control of chemical processes.

Although this field is still in its infancy, important

scientific and technological applications are expected

in the near future and will undoubtedly extend beyond

chemistry.

One of the main applications of laser light in chem-

istry is the induction of chemical processes via stimu-

lated resonant transitions. The rate of excitation for a

stimulated transition is proportional to the light inten-

sity. Therefore, the use of intense laser light can

provide a very high rate of energy deposition into a

molecular system. Typical values can be 1–10 eV

during time periods of �10 ns down to less than

100 fs, i.e. up to 1014 eV s�1, which exceeds signifi-

cantly the system relaxation rate. This means that one

can excite atomic or molecular systems without any

‘heating’. These are ideal conditions with which to

develop mode-selective or bond-selective chemistry.

This has been a long-standing dream in chemistry,

whose realization has now become possible, albeit

only for certain restricted experimental conditions.

On the more practical side, high rates of light energy

deposition are now exploited in modern microbiology

or in the food industry (e.g. to sterilize solutions and

food products).

1.2 Organization of the book

The basic questions to be answered in any chemistry

experiment, or indeed any theoretical investigation,

are why and how chemical reactions (unimolecular or

bimolecular) occur. With laser chemistry one hopes to

elucidatewhether the presence of laser radiation in the

reaction zone influences the reaction by its interaction

with the reagents or reaction intermediates, or

whether it only serves as a probe to establish the

presence of a particular species in the entrance, inter-

mediate or exit channels of the reaction. These funda-

mental objectives, which are germane to the

understanding of laser chemistry, are detailed in this

textbook, together with a wealth of representative

examples.

Introduction to lasers, laser spectroscopy,
instrumentation and measurement
methodology

Conceptually, all laser chemistry experiments are

made up of the same general building blocks, as

summarized in Figure 1.8.

At the centre of any laser chemistry experiment is

the reaction zone, on which normally all interest and

instrumental efforts are focused. Specific configura-

tions of the reaction region, and the experimental

apparatus used, differ widely; these depend on the

nature of the chemical reactants, how they are pre-

pared for interaction and what answers are sought in a

particular investigation. Hence, in this chapter, the

discussion of specific components (like vacuum

chambers, flow systems, particle beam generation,

etc.) are largely omitted (further details are given

where specific examples are discussed in later chap-

ters).

Around the reaction zone one can identify input and

output channels for atoms/molecules and radiation.

Broadly speaking, the input channel(s) for atoms and

molecules constitute the provision of reagents to the

reaction zone. This provision may happen in a variety
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of ways, including gas flows, atomic/molecular beam

transport or laser ablation, to name the most common

procedures encountered in experiments related to the

chemical reactions discussed in this book, i.e. reac-

tions mainly in the gas phase. Details of the relevant

mechanisms for atom/molecule provision and char-

acteristics of their motion are outlined later in the

chapters on unimolecular and bimolecular reactions

in Parts 4 and 5.

One can distinguish two main input channels for

laser radiation, namely one for the preparation of

reagents or reaction intermediates and one for the

probing of individual parts or the whole of the reac-

tion, from reagents through intermediates to products.

Both channels do not necessarily have to be present.

Depending on the nature of the experiment, one chan-

nel may be sufficient to provide the required informa-

tion, e.g. in cases in which a reaction is initiated by

laser radiation and its products are probed by non-

laser means, or, conversely, where only the productsof

a chemical process are probed by a laser.

The results of a (laser-induced) chemical process

or the probing of a reaction are typically monitored

via the detection of photons or particles, or both. The

specific signatures of reagent/intermediate/product

responses are analysed using suitable ‘filters’ (e.g.

spectrometers for wavelength analysis of light, or

mass spectrometers for mass and/or energy analysis).

The response from the photon and particle detectors

following the analyser is ideally linear with incident

quanta, to allow for quantitative measurements.

Finally, in today’s high-tech world, the signals are

processed, accumulated and evaluated using a range

of computer-controlled equipment.

As is evident from Figure 1.8, many of the building

blocks in a general laser chemistry experiment

encompass several optical principles and comprise

numerous optical components. These include the

transfer and manipulation (intensity, spectral and tem-

poral characteristics) of light beams, significant parts

of the laser sources and spectral analysis equipment.

Hence, in order to avoid the reader having to revert

frequently to other textbooks, we provide in the first

three main sections (Parts 1–3):

1. A brief outline of basic information on the energy

levels in atoms and molecules, as well as photon

transitions/selection-rules (Chapter 2); a short

Figure 1.8 Conceptual set-up of a laser chemistry experiment, including channels for atomic and/or molecular injection,
channels for laser-induced reagent preparation and laser probing, and channels for photon and atom/molecule detection and
analysis
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summary of how lasers work (Chapter 3) and

descriptions of the most common laser sources

used in laser chemistry studies (Chapter 4).

2. A detailed outline of those laser-spectroscopic

techniques, which are the most common in laser

chemistry experiments, including methods based

on photon detection (Chapters 6 to 8) and ion

detection (Chapter 9).

3. An introduction to the basic concepts of optical

phenomena and a description of routinely encoun-

tered optical components (Chapters 10 to 12). Part

3 concludes with a discussion of common photon

and atomic/molecular analysis systems, and the

associated detectors (Chapter 13), and a short

summary of signal processing and data acquisi-

tion, as far as it is relevant to the context of this

textbook (Chapter 14).

We have made every possible effort to keep these parts

as self-contained as possible; however, reference to

additional reading material isgivenwhereappropriate

or required.

Laser chemistry: unimolecular reactions,
bimolecular reactions, cluster and surface
reactions

Central to this book is a second three-part set of

chapters where a wide range of laser chemistry prin-

ciples, processes and methodologies are discussed.

Numerous examples are provided, which highlight

specific aspects of particular principles or measure-

ment techniques. The following themes are discussed.

1. The concepts of laser chemistry are developed

along the lines of unimolecular reactions, or, in

other words, dissociative processes in the most

common sense. The discussion evolves from the

photodissociation of diatomic molecules through

triatomic species up to larger polyatomic entities

(Chapters 15 to 17). Suitable coverage is also given

to multiphoton and photoionization processes,

which involve the subtle inclusion of intermediate

and continuum states (Chapter 18). The part on

unimolecular reactions concludes with a discus-

sion of coherent control in chemical processes

(Chapter 19).

2. In the segment on bimolecular reactions, the

concepts of kinetics and reaction dynamics are

developed further; in particular, the ideas of

three-dimensional (3D) collision dynamics

and technologies (e.g. molecular beam techni-

ques) and the idea of state-to-state reactivity are

outlined (Chapters 20 and 21). The preparation

of reagents and the probing of reaction products

by laser techniques are extensively discussed in

Chapters 22 and 23.

3. Although the main focus is on gas-phase reactions,

the discussion would be incomplete without in-

cluding processes that are at the interface between

the different phases of matter (the boundaries of

chemical processes in the gas, liquid or solid phase

are indeed rather fuzzy). This area is addressed

in the segment on cluster and surface reactions,

evolving from van der Waals and cluster entities

(Chapter 24), via elementary reactions in a solvent

cage (Chapter 25), to laser-induced processes

in adsorbates on surfaces (Chapters 26 and 27).

In these three parts, emphasis is put on the under-

standing of fundamental principles; however, at the

same time, we have made every effort to cover modern

trends in the field of laser chemistry, e.g. the increas-

ing importance of femto-chemistry.

Practical applications

The fundamental processes and basic methodologies

in laser chemistry, which are the main focus of our

discussion, are now emerging from the realm of

curiosity-driven investigations into firmly based

applications in research laboratories and use in the

real world. Because of the rapid advance of laser

technology and the maturity of various laser chemical

techniques, the range of practical applications is

growing exponentially. Hence, this application

part can only provide snapshots, with a few selected

examples.

In the context of practical applications, laser chem-

istry reveals its inter- and multi-disciplinarity. The use
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of lasers in applications both driving and monitoring

chemical processes is found in fields such as the

following.

� Environmental studies, particularly of the atmo-

sphere; the primary chemistry of gas-phase reac-

tions, which is a centrepiece of this book, is most

evident and readily accessible (see Chapter 28).

� Combustion processes of small (e.g. car engines)

and large (e.g. incinerators) scale are the focus

of many studies, and instruments based on laser-

analytical techniques are now incorporated into

process control (see Chapter 29).

� Chemical processes are encountered in the biome-

dical context, and here the laser has helped to untan-

gle many of the extremely complex reaction chains

and study the underlying dynamics in real time

(see Chapter 30).

Worked examples and further material

Clearly, a textbook without some worked examples

and problems that a reader can try to solve, in order to

test his or her understanding of the material, would be

incomplete. However, the reader will immediately

notice, when scanning through the chapters, that

there are only a few worked examples, and no ques-

tion-and-answer sections at the end of a chapter, as is

common in many textbooks. This is deliberate and is

not an omission. When designing questions and

working through numerical examples, we found that

a large number of sensible problems needed the input

of data arrays, which would not have been easy to

incorporate into a written text. Therefore, we have

opted for an approach, that provides examples on the

web pages associated with the book (the pages are on

the Wiley web site www.wileyeurope.com/college/

Telle).

For each chapter we have collated a range of

questions and provided data. These will help the

reader gain deeper insight into many of the processes

we discuss. In addition, we have provided further

material in this form of electronic access, specifically

on topics that are very much in a state of flux today

(e.g. attosecond and free-electron laser sources). This

approach permits us to add or delete particular items

as they develop or lose mainstream interest. Also, we

have provided some additional material in colour;

although not essential, colour often makes particular

aspects easier to visualize, e.g. graphs, figures and

images.
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PART 1

Principles of Lasers
and Laser Systems



Laser photons are the most important ingredients in

any laser chemistry experiment. Hence, it is essential

in a textbook on laser chemistry to incorporate a

description of the principles of lasers and laser radia-

tion. On the other hand, a complete discussion of laser

theory and an exhaustive list of specific lasers, includ-

ing their construction, operation and description of

characteristics, arewell beyond the scope of this short

introductory part – awealth of general laser textbooks

and books on specific laser types have beenwritten on

the subject. Rather, we restrict our outline of laser

sources to a summary of the principles behind laser

action and to a discussion of the parameters, with

which a user will very likely be confronted with in

laser chemistryproblems. If the readerwishes todelve

deeper into the basics of laser physics, he/she is

referred to general (e.g. Silfvast, 2004) or specialist

texts; see the Further Reading list for Part 1.

A conceptual summary of a laser resonator and the

intrinsic photon processes is shown in Figure P1.1.

The main sections of this introductory part are

dedicated to a discussion of the basic principles of

lasers (Chapter 3) and a description of the most com-

mon laser systems for laser chemistry (Chapter 4).

One main aspect in the interaction of light (speci-

fically laser light) with matter is the nature of this

interaction, including the important question of

whether the matter undergoes physical or chemical

changes during this interaction. Indeed, the latter is

the central theme of this textbook, in the context of

laser-induced or laser-probed chemical processes.

The second aspect is how the light is involved in the

interaction, and whether said interaction can be used

to advantage in the controlled manipulation of a che-

mical reaction.

To elucidate this latter aspect, it is vital to under-

stand the quantum mechanics of the atomic/

molecular system under irradiation (i.e. its energy

level structure, transition probabilities, selection

rules, etc.). Thus, we commence this textbook with

a very basic summary (Chapter 2) of the important

properties of light waves and atomic/molecular quan-

tum states, as they are encountered in laser chemistry

experiments.
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Figure P1.1 Conceptual laser resonator, including optional components for wavelength selection and temporal shaping
of the laser output. Intrinsic photon loss processes, which reduce the useful laser radiation: absorption, spontaneous
emission and non-radiative losses in optical media; scattering losses at resonator components; imperfect reflection/
antireflection coatings



2
Atoms and Molecules, and their

Interaction with Light Waves

In essence, the fundamental understanding of laser

chemical processes is nothing else but the interpreta-

tion of the interplay of photons and atomic/molecular

energy states; broadly speaking, one uses spectro-

scopic means for this task. In order to understand

spectroscopy properly, it is important to have at least

a basic understanding of the quantum mechanics that

underlies it. It is way beyond the scope of this text to

delve deeper into the theory; only selected fundamen-

tal factswill be touched on tohelp in the interpretation

of spectroscopic features discussed in latter parts of

this text.

2.1 Quantum states, energy levels
and wave functions

Any atomic (or molecular) system can be represented

by a quantum mechanical wave function that

describes theprobabilitydistributionof its constituent

electrons. The shape of this ‘electron cloud’ reflects

the symmetry of the system of which it is a part. An

electromagnetic or light/photonfieldwill ‘distort’ this

electron cloud in thedirection of thefield, constituting

an interaction.

The simplest such quantum system is the hydro-

gen atom, consisting of only one electron in the

electron cloud and one proton in the core. The

electron can occupy a manifold of different quan-

tum states that are each characterized by the famil-

iar quantum numbers: n, l, s, ml and ms. Here, n

represents the principal quantum number, asso-

ciated with the electron shell; all others are asso-

ciated with the angular momenta of the system

(recall that the orbital angular momentum

l and the spin s can combine to yield the total

angular momentum j¼ lþ s, which is associated

with the quantum numbers j and mj). The wave

functions can be written (in the bra and ket notation

of Dirac) as

jn; l; s;ml;msi � jXi

so that all of the important quantum numbers appear.

Frequently, the actual wave function is abbreviated as

jXi to save writing effort, or to indicate a generalized
wave function.

Associated with these electronic states are spatial

charge distribution profiles. The corresponding elec-

tron probability distributions for some of these wave

functions are shown in Figure 2.1.

Note that in atomic systems with more than one

valence electron the individual angular momentum

vectors are summed up (L ¼
P

i ‘i, S ¼
P

i si, and
J ¼ Lþ S) to yield the total system quantum number

L, S, J,ML,MS andMJ .
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Energy levels

All wave functions addressed above are ‘stationary’,

i.e. they do not change in time. In the quantum

theoretical picture thismeans that they are eigenfunc-

tions of the time evolution operator, which is the

Hamiltonian of the system. The Hamiltonian is, in

fact, theoperator thatdescribes the systemin full, at all

times. The eigenvalues of the Hamiltonian operating

on the wave functions provide the energy of that state

ĤjXi ¼ EjXi

Any atomic (and molecular) system exhibits an infi-

nite number of states, and each of them is characterized

by their total energy and their angular momentum

quantumnumbers. Themanifold of the principal quan-

tum number states of hydrogen is shown schematically

in Figure 2.2, and an example for the association of

angularmomentum sub-states with one specific princi-

pal quantum number state is shown in Figure 2.3.

Diatomic molecules

The simplest molecular system is made up of two

atoms, and thus constitutes a diatomic molecule. In

principle, the overall system exhibits similar energy

state properties, as does an atom. Because the valence

electron(s) is ‘shared’ by the diatomic assembly, once

more a manifold of excited electron states is expected.

However, the core of the system now comprises two

(heavy) atomic cores, which can change their relative

position with respect to each other (vibrational

motion) or which can change their relative spatial

orientation (rotationalmotion). Hence, each electronic

state Ee is modified by a subset of (quantized) vibra-

tional and rotational energy sub-levels Ev and EN

Figure 2.1 Electron density distribution for selected
wave functions; the x-, y- and z-coordinates for all dis-
tributions are shown for the case (‘ ¼ 0, m‘ ¼ 0)

Figure 2.2 Energystates forhydrogen(H), independence
of principal quantum number n. The energy scale is given in
electronvolts (quantum mechanics) and wave numbers
(spectroscopy). The hatched area indicates energies above
the ionization limit

Figure 2.3 Level fine structure of an electronic state
according to its relevant quantum number characteriza-
tion n 2Sþ1LJ. Exemplary shown here is a 2PJ manifold
(S ¼ 1/2; L ¼ 1; J ¼ 1/2,

3/2), including splitting in an
external electromagnetic field yielding MJ
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respectively. In general the relation Ee > Ev > EN

holds. The general energy-level structure for a mole-

cule is shown schematically in Figure 2.4.

In the standard approximation, an anharmonic

oscillator model is used to describe the vibrational

motion. The vibrational amplitude and energy are

largely dictated by the potential energy. From a

descriptive point of view the simplest form of a poten-

tial is a so-calledMorse potential,which requires only

three mathematical parameters:

UMorseðxÞ ¼ Dej1� expð�bxÞj2

Here, De (cm
�1) is the dissociation energy for the

molecule, x ¼ r � re is the change in internuclear

distance r (cm) from the equilibrium value re (cm),

and b (cm�1) is a molecular constant specific to the

particular diatomic system.However, inmost realistic

cases, different, more involved mathematical repre-

sentations have to be used to describe a particular

potential energy curve accurately.

The vibrational energy levels can be approximated

by an expansion formula, which commences with the

harmonic oscillator term (often sufficient for energy

levels with low vibrational quantum number) and

progressively adds ‘correction’ terms with increasing

vibrational energyEv (frequently,G(v) instead ofEv is

used):

Ev ¼ GðvÞ ¼ ~n0 vþ 1

2

� �
� xe vþ 1

2

� �2

þ . . .

" #

ð2:1Þ

where ~n0 (cm�1) is the energy of the vibrational

ground state, v is the vibrational quantum number

(v ¼ 0, 1, 2, . . .); and xe is the first anharmonicity

constant (unitless). It should be noted that the repre-

sentation given in Equation (2.1) is only one of many,

and that othersmay be encounteredwhen studying the

literature (e.g. the so-called Dunham coefficients). A

schematic example for vibrational energy levels of a

diatomic molecule, for a typical potential, is shown in

Figure 2.5.

In a similar fashion to the description of vibrational

energy levels, a simple model can be used to approx-

imate the rotational motion. In general, that of a

non-rigid rotor is used (because the atoms are able

to change their relative internuclear positions). In

general, the rotation energy EJ (frequently, F(J)

instead of EJ is used) is written as

EJ ¼ FðJÞ ¼ BvJðJ þ 1Þ � DvJ
2ðJ þ 1Þ2 þ . . . ð2:2Þ

Figure 2.4 Schematic energy level manifold for atoms
(left) and molecules (right). Vibrational levels are in-
dexed for each electronic state ni; rotational levels are
indexed only for one vibrational state, for clarity

Figure 2.5 Potential energy curve of a diatomic mole-
cule, with vibrational energy levels indicated schemati-
cally. D0 is the dissociation energy relative to the lowest
vibrational energy level; De is the dissociation energy
relative to the equilibrium potential well depth
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where Bv (cm
�1, normally) is the rotational energy

constant for a specific vibrational level v and J is

the vibrational quantum number (J ¼ 0, 1, 2, . . .).
It should be noted that in many publications

and texts N is also used instead of J to count

rotational quanta. For increasing rotational quan-

tum number, the corrections terms have to be

added, in general, due to the interaction between

rotation and vibration. For example, the term Dv,

with quadratic dependence in J(J þ 1), is the so-

called distortion correction to the molecular rotor

model (Equation (2.2)).

Polyatomic molecules

The principles of a diatomic molecule can easily be

expanded to the polyatomic case. The same types of

energy level structure are encountered, namely a

manifold of electronic, vibrational and rotational

states. The only major difference in the observed

energy level structure is related to the fact that the

atoms in the molecules are not fixed with respect to

each other; a number of different vibrational motions

are encountered. These fall into two main categories,

namely stretching and bendingmotions. In a stretch-

ingmode, the change in interatomicdistance is alonga

bond axis; in a bending mode, a change in angle

between two bonds is observed. Overall, two types

of stretching mode (symmetric and asymmetric) and

four types of bendingmode (rocking, scissoring,wag-

ging and twisting) are encountered; these are shown

schematically in Figure 2.6.

In addition to the basic vibrational motions men-

tioned above, interaction between vibrations can

occur (coupling) if the vibrating bonds are joined to

a single, central atom. Such vibrational coupling is

influenced by a number of factors:

� Strong coupling of stretching vibrations occurs

when there is a common atom between the two

vibrating bonds.

� Couplingof bendingvibrationsoccurswhen there is
a common bond between vibrating groups.

� Coupling between a stretching vibration and a

bending vibration occurs if the stretching bond is

on one side of an angle varied by bending vibration.

� Coupling is greatest when the coupled groups have
nearly equal energies.

� No coupling is seen between groups separated by

two or more bonds.

2.2 Dipole transitions and
transition probabilities

The probability that a particular spectroscopic transi-

tion will occur is called the transition probability, or

Figure 2.6 Vibrationalmodes in a polyatomicmolecule
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transition strength. This probability determines the

extent to which an atom or molecule will absorb

photons at a frequency resonant to the difference

between two energy levels, and the intensity of the

emission lines from an excited state. The spectral

width of a spectroscopic transition depends on the

widths of the initial and final states. The width of the

ground state is essentially adelta function (i.e. that it is

an ‘exact’ value) and the width of an excited state

depends basically on its lifetime.

Transition strengths

When interacting resonantly with a photon, an atom

or molecule changes from one energy level to

another; while in an excited energy state it can

also decay spontaneously to a lower state. The

probability of an atom or molecule changing states

depends

1. on the nature of the initial and final state wave

functions;

2. on how strongly photons interact with them;

3. on the intensity of any incident light (photon flux).

Here, we discuss only some practical terms used

to describe the probability of a transition, which is

commonly called the transition strength. To a first

approximation, transition strengths are governed by

selection rules, which determine whether a transition

is allowed or not (see Boxes 2.1 and 2.2). Practical

measurements of transition strengths are usually

described in terms of the well-known Einstein A and

B coefficients, or the oscillator strength f.

Transition probabilities

The transitionprobabilityR2 (J cm3), is determinedby

the transition moment

R ¼ hXijD̂jXji ð2:3Þ

where D̂ is the dipole moment operator and jXi; ji are
the wave functions of the lower and upper energy

states. Basically, what Equation (2.3) indicates is

that the strength of a transition is relative to how

strongly the dipole moment of a resonance between

energy states can couple to the electric field of a light

wave (or photon flux). However, this general, forma-

listic description of the matrix element hides that

Box 2.1

Selection rules for dipole transitions in atoms

Electronic-state configurations are described by

the standard quantum numbers or principal

quantum number n, angular momentum quan-

tum numberL, spin quantum number S; and total

angular momentum quantum number J. In the

so-called Russel–Saunders approximation of

electron coupling, electronic states are com-

monly described symbolically by n 2Sþ1LJ. For
dipole transitions between such energy states a

range of selection rules applies.

Electronic transitions

1. The total spin cannot change, i.e.�S ¼ 0.

2. The change in total orbital angular momen-

tum can be�L ¼ 0,�1, but L ¼ 0$ L ¼ 0

transitions are not allowed.

3. The change in the overall total angular

momentum can be �J ¼ 0, �1, but J ¼ 0

$ J ¼ 0 transitions are not allowed.

4. The parity* of the initial and final wave func-

tions must be different.

*Parity is associated with the orbital angular momen-

tum summation over all electrons in the configuration

�li, which can be even or odd; only even $ odd

transitions are allowed.
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numerous factors related to atomic or molecular

properties are incorporated in the wave functions

and the interaction operator. Specifically, an approxi-

mation is frequently made for molecules, which

reflects common observations, namely that (to a

good approximation) the fast electronic motion can

be separated from the much slower motion of the

nuclei. As a consequence, the overall transition

probability expression for molecular transitions can

be factorized into electronic, vibrational and rota-

tional contributions:

R2 ¼ jhXijD̂jXjij2 ¼ jRej2qv0v00SJ0J00 ð2:4Þ

Box 2.2

Selection rules for dipole transitions in molecules

Electronic-state configurations for molecules

are derived in a similar manner as for atoms,

only that now the summation has to proceed

over the electrons of all participating atoms.

Again, the energy states are described by

the standard quantum numbers or principal

quantum number n, the angular momentum

quantum number �, made up from all

the L quantum numbers, the spin quantum num-

ber S, which remains a good quantum number,

the quantum number �ð¼ S; S� 1; . . . ;�SÞ,
and the projection of the total angular momen-

tum quantum number onto the molecular sym-

metryaxis�,which takes thevalues� ¼ �þ �.
The electronic states are commonly described

symbolically by n 2Sþ1��. As for atoms, a range

of selection rules applies for dipole transitions

between such energy states.

Electronic transitions

1. The total spin cannot change, i.e. �S ¼ 0;

and for multiplets the rule�� ¼ 0 holds.

2. The change in total orbital angular momen-

tum can be�� ¼ 0;�1.

3. The change in the overall total angular

momentum can be � ¼ 0;�1.

4. Parity conditions apply, which are now

related to symmetric or antisymmetric re-

flection of the molecular wave function

with respect to its symmetry axis. For het-

eronuclear molecules þ $ þ and � $ �
transitions are allowed, for homonuclear

molecules the rule g $ u applies.

Vibrational transitions

1. Transitions with �v ¼ �1, �2, . . . are all

allowed for anharmonic potentials, but they

become progressively weaker with increas-

ing�v.

2. The transition from v ¼ 0 to v ¼ 1 (�v ¼þ1)
is normally called the fundamental vibration;

those with larger�v are called overtones.

3. The sequence �v ¼ 0 is allowed when two

different electronic states, E1 and E2, are

involved, i.e. ðE1; v
00 ¼ nÞ ! ðE2; v

0 ¼ nÞ,
where the double prime and single prime

indicate the lower and upper state quantum

numbers respectively.

Rotational transitions

1. Transitions with�J ¼ �1 are allowed.

2. The sequence �J ¼ 0 is allowed when two

different electronic or vibrational states, E1

and E2, orG1 and G2 are involved: (X
00; J00 ¼

mÞ ! ðX0; J0 ¼ mÞ, where X represents an

electronic or vibrational state.
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The first factor is associated with the electronic

dipole transition probability between the electronic

states; the second factor is associated between

vibrational levels of the lower state v00 and the

excited state v0, and is commonly known as the

Franck–Condon factor; the third factor stems from

the rotational levels involved in the transition, J00

and J0, the rotational line-strength factor (often

termed the Hönl–London factor). In particular,

the Franck–Condon information from the spectrum

allows one to gain access to the relative equili-

brium positions of the molecular energy potentials.

Then, with a full set of the spectroscopic constants

that are used to approximate the energy-level

structure (see Equations (2.1) and (2.2)) and

which can be extracted from the spectra, full

potential energy curves can be constructed.

It is worth noting here, without going into much

detail, that the Franck–Condon principle plays a

significant role in the assessment of transitions

between vibrational levels in different electronic

states. Because the motion of the electron that is

exchanged between electronic states in a radiative

transition is much faster than the nuclear rearran-

gement of relative separation, the transition is

vertically upwards (or downwards) in the picture

of the ‘static’ potential energy curves (which may

have different equilibrium distances and overall

shapes). Because the local transition probability

is dictated by the vibrational wave functions

Xv, this means that the related Franck–Condon

factors qv0v00 / jhcv0 jcv00 ij
2
are small. Thus, a tran-

sition between vibrational levels in different elec-

tronic states may be favourable or unfavourable,

and from a measurement of the relative band

strengths information about the shape and equili-

brium position of the potential energy curves can

be derived. For further details the reader may

consult standard textbooks on molecular spectro-

scopy (see Further Reading).

2.3 Einstein coefficients and
excited-state lifetimes

For a two-level system (lower level i and upper

level j), the rate of an upward stimulated transition,

or absorption (with transition rate �dNi=dt or

dNj=dt), is

� dNi

dt
¼ NiBijIðnÞ

where Ni is the number density of atoms in the

lower state, IðvÞ is the light intensity, and the propor-
tionality factor Bij is the Einstein B coefficient for

absorption:

Bij ¼
8p3R2

3hgi

For stimulated emission the Einstein coefficient

becomes

Bji ¼ Bij

gi

gj

where gi and gj are the degeneracies of the lower and

upper energy states respectively.

Atoms and molecules in excited states can decay

without the presence of an external light field, or

photon interaction. The spontaneous decay rate

(�dNj=dt or dNi/dt) is given by

� dNj

dt
¼ NjAji

where Aji is the Einstein coefficient for spontaneous

emission:

Aji ¼
8ph

l3
gi

gj
Bij ¼

64p4R2

3hl3gj
ð2:5Þ

Since atoms in the upper (excited) level can decay

both via spontaneous and stimulated emission,

the total downward rate (�dNj/dt or dNi/dt) is

given by

� dNj

dt
¼ NjðAji þ BjiIðnÞÞ

It should be noted that, in spectroscopy, the

transition intensity is frequently expressed in

terms of the oscillator strength f, which is a dimen-

sionless number and is useful when comparing

different transitions (see Box 2.3 for a definition

of f).
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Box 2.3

Oscillator strength

The oscillator strength is defined as the ratio

of the strength of an atomic or molecular

transition to the theoretical transition strength

of a single electron using the harmonic-oscillator

model.

For absorption this is given by

fij ¼
4e0cmeBij

e2l

where e0 is the permittivity constant, c is the

velocity of light, me and e are the electron mass

and charge respectively, and l is the transition

wavelength.

For emission one has

fji ¼ fij
gi

gj

where gi and gj are the state degeneracies. Oscil-

lator strengthscan range fromzero toone, ormay

be a small integer. Strong transitions will have

f values close to unity. Oscillator strengths

greater than unity result from the degeneracy of

electronic states in real quantum systems. Tabu-

lations in the literature often use the quantity gf,

where gf ¼ gifij ¼ gjfji.

Excited-state lifetimes

The excited state of an atom or molecule has an

intrinsic lifetime due to radiative decay, which is

given by

� dNj

dt
¼ Nj

X
i<j

Aji

where the Aji values are the Einstein coefficients for

spontaneous emission for all radiative transitions ori-

ginating from the excited level, indexed j, and termi-

nating in any lower level, indexed i. Integrating this

rate yields

NjðtÞ ¼ Njð0Þ expð�t=tjÞ

where tj is defined as the radiative lifetime

tj ¼
X
i<j

Aji

 !�1
ð2:6Þ

Strong (electronic) transitions have Aji values

of the order 108–109 s�1, i.e. lifetimes are typically

1–10 ns. Note that the apparent lifetimes can be

shorter than this quantum calculation, e.g. the life-

time can be shortened by collisions or stimulated

emission.

2.4 Spectroscopic line shapes

The ‘natural line width’ of transitions

The natural line width (or intrinsic line width in the

absence of external influences) of an energy level is

determined by the lifetime due to the Heisenberg

uncertainty principle:

�E�t � �h

Thus, the natural width of an energy level is

�Ej ffi
�h

tj
ffi �h

X
i<j

Aji

Since E ¼ �ho ¼ hn one thus finds

�n ffi
X
i<j

Aji

where �n is the line width of a transition between

an excited state and the ground state, in units of

frequency. Since the ground state of an atom or

molecule has an essentially infinite lifetime, the

transition line width is governed by the width of

the excited state.
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Spectroscopic line shapes

Two basic types of line shape are encountered in

spectroscopy, described by the general Lorentzian

and Gaussian profile functions. The actual line

shape function of a transition is determined by the

physical nature of particle–particle and particle–

photon interactions encountered in the experiment

(see Box 2.4). The general forms of the Lorentzian

andGaussian line shapes are shown inFigure2.7; they

are shown normalized for equal half-widths, i.e.

�nL ¼ �nD � �n.
Note that observed line shapes may not be purely

Lorentzian or Gaussian when more than one broad-

ening mechanism contributes in the interaction. The

combinations of Lorentzian and Gaussian line-shape

functions can normally be approximated by a

so-called Voigt profile.
Figure 2.7 Lorentzian line-shape functions, normalized
to equal half-width parameter�� � ��L ¼ ��D

Box 2.4

Line shapes and their origin

Homogeneous interaction (Lorentzian
line shape function)

Natural broadening. The natural line width is

determined by the lifetime of the excited energy

level from which the transition line originates.

Collisional or pressure broadening. Colli-

sions shorten the lifetime of the excited state

and thus broaden the spectroscopic line width.

Power broadening. Power broadening is due

to stimulated emission out of the excited state;

this shortens the lifetime.

The Lorentzian line shape function is given

by

Lðn� n0Þ ¼
1

p2�nL
� 1þ n� n0

�nL=2

� �2
" #�1

ð2:B1Þ

with �nL ¼ ð2ptÞ�1; here, t is the (apparent)

lifetime of the energy level.

Inhomogeneous interaction (Gaussian
line shape function)

Doppler broadening. Doppler broadening is due

to thedistributionofatomicvelocities (speedand

direction); each atom exhibits a Doppler shift

with respect to an observer.

The Gaussian line shape function is given by

Gðn� n0Þ ¼ ðp ln 2Þ1=2
1

p2�nD

� exp � ln 2
n� n0
�nD=2

� �2
" #

ð2:B2Þ

with

�nD¼
8RT ln2

Mc2

� �1=2

n0¼ 7:16�10�7
T

M

� �1=2

n0

whereR is the universal gas constant,T (K) is the

temperature,M (kg) is the particle mass, and c is

the speed of light.
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2.5 The polarization of light waves

An electromagnetic (light) wave is normally charac-

terized by its frequency, phase, direction of propaga-

tion and the vectorial property of transverse field

oscillation –made up of transverse electric (E vector)

and magnetic (B vector) components. The plane that

incorporates theEvectoroscillation is associatedwith

a quantity called the polarization plane. Figure 2.8

shows ‘snapshots’ of polarizedwaves, travelling from

left to right. The direction of the E vector is normally

specified in experiments that deal with polarization

effects, and in any graphical representation only the

electric component will be shown and considered.

Twodirectional quantities need to be specified for a

plane-polarized transverse wave, namely the wave

oscillation (the E vector) and the wave propagation

direction. In general, light from an ordinary light

source propagating in a given direction consists of

independent wave trains whose planes of oscillation

are randomly oriented about the direction of propaga-

tion. Only for coherent laser light sources is one plane

of oscillation dominant. In general, it is customary to

express anyarbitrarypolarizationdirection as avector

superposition of components in the two orthogonal

X � Z and Y � Z planes (see the upper part in

Figure 2.8). When viewing the waves in the direction

of propagation, the apparentE-vector (linear) oscilla-
tions are often called ‘horizontal’ and ‘vertical’ linear

polarization.

A further polarization phenomenon is depicted in

the bottom part of Figure 2.8, namely that of circular

polarization. A circular-polarized wave can be

thought of as the sum of two plane-polarized waves

of equal amplitude and at right angles to each other,

which differ in phase by 90	.
The snapshot pattern of the propagating wave is a

helix, and the sectional pattern is a circle. By the

most common convention, if the light is viewed

looking toward the source and the E vector rotates

clockwise, then the polarization is called ‘right-hand

circular’. Accordingly, for a counter-clockwise E-
vector rotation the polarization would be called

‘left-hand circular’.

Note that, by convention, a linear polarized light

wave is often termed p-polarization, and right-hand
and left-hand circular-polarized waves are termed

sþ- and s�-polarization respectively. These are of

great importance when considering photon transi-

tion probabilities and selection rules in atoms and

molecules.

2.6 Basic concepts of coherence

As a last point in this chapter we will address the

coherence properties of light. The concept of coher-

ence is related to the stability, or predictability, of the

phase of an electromagnetic wave. Therefore, in the

broadest sense, coherence is defined as the property of

waves (or wave-like states like wave packets) that

Figure 2.8 Schematics ofpolarized lightwaves,with view
in direction toward the source on the right. From top to
bottom: ‘horizontal’ linear-polarized wave (oscillation in
Y–Z plane); ‘vertical’ linear polarized wave (oscillation in
X–Z plane); ‘left-hand’ circular-polarized wave; and ‘right-
hand’ circular-polarizedwave
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enables them to exhibit interference. However, the

term coherence is also identified with the parameter

that quantifies the quality of the interference.

In interference, at least two wave states are

combined and, depending on the relative phase

between them, they can add constructively or sub-

tract destructively. There are two basic properties

of coherent interference of waves: temporal

coherence describes the correlation or predictable

relationship between signals observed at different

moments in time, and spatial coherence describes

the correlation between signals at different points

in space. The degree of coherence is equal to the

visibility of the interference; in other words, it is a

measure of how perfectly the waves can cancel each

other due to destructive interference. Mathemati-

cally, the quantitative description of the degree of

coherence is based on the evaluation of correlation

functions (see Box 2.5).

Temporal coherence is the measure of the average

correlation between wave trains separated by a delay

t. The delay over which the phase or amplitude

diverges significantly (and hence the correlation func-

tiong(t) decreasesbya specified fraction) isdefinedas

Box 2.5

Quantifying coherence

There are differentways toquantify thedegreeof

coherence, using amongst others:

� correlation functions, which specify the degree
of correlation as a function of a spatial or tem-

poral distance;

� fringe-visibility parameters, which, basically,

specify the visibility (contrast) of an interfer-

ence pattern generated by superposition of two

light waves;

� the coherence time,which quantifies the degree
of temporal coherence via the time over which

coherence is lost;

� the coherence length, which quantifies the

propagation length (and thus propagation

time) over which coherence is lost, derived

from the product between the coherence time

and the vacuum velocity of light c.

Mathematically, the most common approach

is the use of correlation functions �, which are

related to the complex degree of coherence g and
the fringe visibility FV:

Correlation function

Temporal coherence �ðtÞ ¼ hE
ðtÞ � Eðt þ tÞi
Spatial coherence �12 ¼ hE
ðr1Þ � Eðr2Þi
Mutual coherence �12ðtÞ

¼ hE
ðr1; tÞ � Eðr2; t þ tÞi

Complex degree of coherence

Temporal coherence gðtÞ ¼ �ðtÞ
�ð0Þ

Spatial coherence g12 ¼
�12ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�11�22

p with

�ii ¼ hjEij2i

Mutual coherence g12ðtÞ ¼
�12ðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�11ð0Þ�22ð0Þ
p

These functionshave thevalue1fort ¼ 0 (i.e. no

delay) between the field components in the case

of temporal coherence, and for r1 ¼ r2 in thecase

of spatial/mutual coherence.

Fringe visibility

Temporal coherence FVðtÞ ¼ Imax � Imin

Imax þ Imin

Spatial coherence FV ¼ 2

ffiffiffiffiffiffiffiffi
I1I2
p

I1 þ I2
jg12j

Mutual coherence FVðtÞ ¼ jg12ðtÞj
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the coherence time tcoh (see Box 2.5 for its relation to
the correlation function). Associated with the coher-

ence time is the coherence length Lcoh, which is

defined as the distance the wave travels within the

time interval tcoh. Temporal coherence is normally

measured by using an interferometer of one type or

other (see Box 2.5 for an example).

Note that there is a clear, although not always

simple, relationship between the coherence time and

the bandwidth of thewave train. A change in phase or

In temporal coherence, gðtÞ usually decays

monotonically with increasing time delay t.
For a correlation function of arbitrary shape the

coherence time tcoh is then defined by

tcoh ¼
Zþ1
�1

jgðtÞj2 dt

In optics, temporal coherence is normallymea-

sured using an interferometer, e.g. aMichelson or

Mach–Zehnder interferometer. A wave is com-

bined with a copy of itself, but which is delayed

by a variable time t; for this normally a beam of

intensity I0 is split into two equal parts with inten-

sity I0/2. A photodetector measures the time-

averaged intensity of the light having passed

through the interferometer. The visibility of the

interference, as a function of the mutual delay t,
results in a pattern similar to that shown in

Figure 2.B1. Note that the maximum intensity is

the combined original intensity I0 for perfect tem-

poral overlap t ¼ 0,whereas the average intensity

is I0/2 for delays way beyond the coherence time,

having lost all signs of interference fringes.

Instead of the coherence time, one often

specifies the coherence length Lcoh to quantify

thedegreeof temporal (not spatial!) coherenceas

the propagation length (and thus propagation

time) over which coherence degrades signifi-

cantly. The coherence length is limited by

phase noise, which can result, for example,

from spontaneous emission in a laser gain med-

ium. For a Lorentzian optical spectrum it is

defined as

Lcoh ¼
c

ptcoh

Note, that the linewidth of a single-frequency

laser is also strongly related to temporal coher-

ence: a narrow line width means high temporal

coherence.The linewidthcanbeused toestimate

the coherence time, but the conversion depends

on the spectral shape, and the relationship

between optical bandwidth and temporal coher-

ence is not always simple. In the case of expo-

nential coherence decay, e.g. as encountered for

a laser whose performance is limited by noise,

the width of the frequency distribution function

(full width at half maximum (FWHM)) is

�n ¼ 1

ptcoh

Figure 2.B1 Conceptualmeasurementoftemporalcoherenceviafringevisibility,asa
function of the distance between themirrors of aMichelson interferometer.
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amplitude of a wave lengthens or shortens its period,

and one finds that the faster a wave de-correlates (and

hence the smaller tcoh is) the larger the range of

frequencies�n the wave train contains:

tcoh�n ffi 1

Mathematically, this relation follows from the con-

volution theorem,which relates the Fourier transform

of a function to its autocorrelation function.

Spatial coherence is a measure of the correlation

between the phases of a light wave at different points

in space (say x1 and x2), normally transverse to the

direction of wave propagation. In other words, spatial

coherence reveals how uniform the phase of a wave

front is.Mathematically, the spatial coherence is asso-

ciated with the cross-correlation between two points

in a wave for all times (see Box 2.5).

The range of separation between the two points,

over which significant interference is observed, is

called the coherence area Acoh. Spatial coherence

was first demonstrated in the famous Young double-

slit interferometer experiment (Young, 1804). The

experiment was originally performed in an attempt

to resolve the question ofwhether lightwas composed

of particles (the ‘corpuscular’ theory), or rather con-

sisted of waves travelling through some ‘ether’; it is

now often referred to in the context of quantum prop-

erties (wave $ particle duality). The spatial coher-

ence of the radiation falling on a surface can be

measured by changing the spacing between twoopen-

ings (slits) in the surface at locations x1 and x2, and

observing the interference pattern that is generated on

a screen beyond.

Without going into further detail, we will mention

some further coherence effects that are frequently

encountered in laser chemistry experiments.

Waves of different frequencies, or colours, can

interfere to form a pulse if they have a fixed relative

phase. This effect is known as chromatic coher-

ence and is, for example, encountered in the mode

locking of lasers. It can be measured by optical

autocorrelation.

In quantum mechanics, all objects have wave-like

properties and can be described by the de Broglie

wave. For example, consider a Young’s double-slit

experiment in which electrons are used in the place of

lightwaves.Eachelectronmaypass througheither slit

to reach a particular final position; in quantum

mechanics these two paths interfere. This ability to

interfere is called quantum coherence. In this context

onemayalsounderstand thecoherent superpositionof

states encountered in some of the femtosecond-laser

chemistry experiments: the quantum description of

perfectly coherentpaths is calledapure state, inwhich

the two paths are combined in a superposition; the

quantum description of imperfectly coherent paths is

called a density state.

2.7 Coherent superposition of
quantum states and the concept
of wave packets

Coherence constitutes one of the most important

attributes of laser radiation. Here, we provide a brief

summary of the coherence properties of laser radia-

tion, and how they may impact on laser chemistry

experiments.

Light waves produced by a laser normally exhibit

temporal and spatial coherence (although the degree

of coherence depends strongly on the exact properties

of the particular laser source). For example, a stabi-

lized helium–neon laser has high temporal coherence

and can produce light with coherence lengths Lcoh in

excess of a fewmetres, and thus partialwaves cangive

rise to interference patterns over long distances.

Hence, care has to be taken when passing laser radia-

tion throughoptical components.Spatial coherenceof

laser beams manifests itself as speckle patterns and

diffraction fringes, the latter being generated, for

example, when a laser beam passes through a limiting

aperture.

Consider a lightwave emerging from a laser source

(continuous wave (CW) or pulsed), as depicted sche-

matically in Figure 2.9.

One may define the phase difference of thewave at

two points on the wave front at time t0 as j0. If, then,

for any time t > t0 the phase difference of the two

points remains j0, it is said that the wave exhibits

coherence between the two points. And if this is true

for any two points of the wave front, then the wave is

defined as having perfect spatial coherence. In prac-

tice, spatial coherence occurs only over a limited area

in an expanded laser beam.
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Next, consider a fixed point on the laser wave front.

If at any time the phase difference between t and

t þ�t remains the same, where �t is a given time-

delay period, thewave is said to have temporal coher-

ence over a time �t. This is associated with the

coherence length Lcoh ¼ c�t, the distance the wave

front has propagated within this period.

In the interaction of a coherent laser beam with

an ensemble of particles (atoms or molecules), one

may treat the individual particles as nearly station-

ary, because even for a fast atomic/molecular beam

the particles move only a few micrometres on the

time-scale of the photon interaction. Consequently,

if the laser photons are absorbed in the interaction,

the coherence properties of the laser radiation are

transferred to the particle ensemble. It is this

coherence transfer that is exploited in experiments

such as the orientation of reagents in chemical

reactions, or the probing of intramolecular motion

in transition states and orientation of products.

Coherent superposition in atomic
and molecular systems

The bond-selective control of a chemical reaction has

beena longstandinggoal ofmodernchemical physics.

Early attempts using selective laser excitation were

thwarted by fast intramolecular energy redistribution.

Now, ultrafast laser pulses, optical pulse shaping, and

feedback algorithms have been successfully com-

bined in a number of laboratories to control bond

dissociation reactions in simple isolated molecules

(see also Chapter 19).

Here, we provide a very brief introduction to the

coherent excitation of atoms and molecules. The

coherent excitation establishes definite phase rela-

tions between the amplitudes of the atomic or

molecular wave functions; this, in turn, determines

the total amplitudes of the emitted, scattered or

absorbed radiation. The combination of ultrafast

light pulses with coherent spectroscopy allows,

for the first time, the direct measurements of

wave packets of coherently excited molecular

vibrations and their decay (see also Box 18.2 in

Chapter 18).

In ‘stationary’ spectroscopy with narrow-band

lasers one excites the molecule into a single vibra-

tional eigenstate, corresponding to a time average

over many vibrational periods. Methods of inco-

herent spectroscopy measure only the total inten-

sity, which is proportional to the population

density and, therefore, to the square of the wave

function jcj2.
Coherent techniques, on the other hand, yield

additional information on the amplitudes and phases

of thewave functionsc involved in themeasurement.

An ensemble of atoms/molecules is coherently

excited if the wave functions of the excited atoms/

molecules, at a certain time t, have the same phase

for all atoms/molecules. This phase relation may

change with time due to differing frequencies o in

the time-dependent part, exp(iot), of the excited-

state wave functions or because of relaxation pro-

cesses, which may differ for the different particles

in the ensemble. This will result in ‘phase diffu-

sion’ and a time-dependent decrease of the degree

of coherence.

With a short laser pulse of duration�t, which has a

Fourier-limited spectral bandwidth �o ffi 1=�t,

more than one energy level can be excited simulta-

neously if their energy separation �E < �h�o. For
simplicity, we restrict the discussion here to two

atomic/molecular levels E1 and E2 (see Figure 2.10).

The wave function of the excited species is now a

linear combination of the wave functions c1 and c2;

the atom/molecule is said to be in a coherent super-

position of the two states j1i and j2i.
The time-dependent fluorescence from these

coherently excited states shows, besides the exponen-

tial decay exp(�t=tsp), a beat period �TQB ¼
�h=ðEa � Eb) due to the different frequencies o1 and

Figure 2.9 Coherence properties of a laser beam
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o2 of the two fluorescence components (so-called

quantum beats).

Note that an elegant theoretical way of describing

observable quantities of a coherently or incoherently

excited systemof atoms andmolecules is based on the

density-matrix formalism. This formalismwill not be

described in detail here; however, a basic summary is

given in Box 2.6.

Excitation and detection of wave packets
in atoms and molecules

When two or more molecular levels of a molecule

are excited coherently by a spectrally broad, short

Figure 2.10 Coherentexcitationoftwoatomic/molecular
levels j1i and j2i, by a broadband laser pulse with width
�h! � ðE1 � E2Þ

Box 2.6

Density matrix formalism

Let us assume, for simplicity, that each particle

(atomormolecule) of the ensemble can be repre-

sented by a two-level system, described by the

wave function

cðr; tÞ ¼ c1 þ c2 ¼ A1ðtÞu1 exp �i
E1t

�h

� �

þ A2ðtÞu2 exp �i
E2t

�h
þ ij

� �

where the Ai(t) are the time-dependent ampli-

tudes, the ui are thewave function normalization

vectors

u1 ¼
1

0

� �
and u2 ¼

0

1

� �

and the phasejmight be different for each of the

atoms. The density matrix r is defined by the

product of the two state vectors

r ¼ jcihcj ¼
c1

c2

� �
ðc1;c2Þ ¼

r11 r12
r21 r22

� �

¼
jA1ðtÞj2

A1A2 exp½�iðE1

� E2Þt=�h� ij�
A1A2 exp½þiðE1

� E2Þt=�hþ ij� jA2ðtÞj2

0
B@

1
CA

The diagonal elements r11 and r22 represent the
probabilities of finding the particles of the

ensemble in levels j1i and j2i respectively.
If the phasesj of thewave functioncðr; tÞ are

randomlydistributed for thedifferentparticles of

the ensemble, then the non-diagonal elements of

the density matrix q average to zero and the

incoherently excited system is therefore

described by the diagonal matrix

rincoh ¼
jA1ðtÞj2 0

0 jA2ðtÞj2
� �

If definite phase relations exist between thewave

functionof theparticles, then the systemis said to

be in a coherent state, and the non-diagonal

elements of the density matrix q describe the

degree of coherence of the system.
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laser pulse, this alters the spatial distribution or the

time dependence of the total, emitted or absorbed

radiation amplitude, when compared with incoherent

excitation.

Basically, the coherent excitation of several eigen-

states by a short laser pulse leads to an excited non-

stationary state described by

jcðtÞ
�
¼
X

ck
��ck

�
exp �i2pEkt

h

� �

which is a linear combination of stationary wave

functions jcki. Such a superposition is called a wave
packet (see also Chapter 16). Whereas quantum-beat

spectroscopy gives information on the time develop-

ment of this wave packet, it does not provide informa-

tion on the spatial localization of the system

characterized by the wave packet jcðx; tÞi.
The excitation by short pulses, with duration �t,

produces non-stationary wave packets composed of

all vibrational eigenstates within the energy range

�E ¼ �h=�t. For high vibrational levels these wave

packets represent the classical motion of the vibrating

nuclei. Pump-and-probe techniques, with femtose-

cond resolution, allow for real-time observation of

the motion of vibrational wave packets (for selected

examples see Chapters 16, 19 and 27).

One principal example demonstrating coherent

excitation of vibrational wave packets is illustrated

in Figure 2.11 for the molecule I2 (see Gruebele et al.

(1990)).

A short pump-pulse of duration �t � 70 fs, at

l ¼ 620 nm, excites several vibrational levels in

the B3�ou state simultaneously, i.e. coherently

from the v00 ¼ 0 vibrational level of the ground-

state X1�þg . Subsequently, the probe-pulse, at

l ¼ 310 nm, promotes the molecules into a higher

ion-pair state (this state has been reassigned since

the original publication). The fluorescence from

this high-energy state is monitored as a function of

Figure 2.11 Vibrational and rotational motion of the I2 molecule. Left: potential energy curves of the ground-state
X1�þg , the excited intermediate B3�ou state reached by the pump laser and the final excited (ion-pair) state f0þg of I2
populated by the probe laser. The vibrational (and rotational) motion of the superposition of levels v’ of I2 in the B3�ou

state is monitored by the probe laser-induced fluorescence. Right: laser-induced fluorescence intensity as a function of
the delay time between probe pulse and pump pulse, showing the oscillation of the wave packet for the vibrational (top
panel) and rotational (bottom panel) motion. For further details see text. Data adapted from Gruebele et al, Chem.
Phys. Lett., 1990, 166: 459, with permission of Elsevier
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the delay time �t between the pump- and probe-

pulses. The measured signal Iflð�tÞ exhibits fast

oscillations with a frequency o ¼ ðo1þ o2Þ=2,
which represents the mean vibrational frequency of

the two coherently excited vibrational levels in the

B3�ou state. The two vibrational frequencieso1 and

o2 differ because of the potential. In addition, one

observes a slowly varying envelope of the signal; this

reflects the difference (beat) frequency o1 � o2:

after the recurrence time �T ¼ 2p=ðo1 � o2Þ, the
two coherently excited vibrations are again ‘in

phase’. This ‘stroboscopic’ experiment reveals

quite dramatically the subtle differences in the

‘real-time’ motion of neighbouring vibrational

levels of a molecule. We shall return to a discussion

of wave packets in later chapters.
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3
The Basics of Lasers

Laser photons are the most important ingredients in

any laser chemistry experiment, and hence it is essen-

tial in a textbook on laser chemistry to incorporate a

description of the principles of lasers and laser radia-

tion.On the other hand, a complete discussion of laser

theory and an exhaustive list of specific lasers, includ-

ing their construction, operation and description of

characteristics, arewell beyond the scope of this short

chapter – a wealth of general laser textbooks and

books on specific laser types have been written on

the subject. Rather, we restrict the content of this

chapter to a summaryof principles behind laser action

and toadiscussionof theparameterswithwhich auser

will very likely be confronted in laser chemistry pro-

blems. Any reader wishing to delve deeper into the

basics of laser physics is referre d to general (e.g.

Silfvast, 2004) or specialist texts. A conceptual sum-

mary of a laser resonator and the intrinsic photon

processes is shown in Figure 3.1.

3.1 Fundamentals of laser action

As the acronym laser (light amplification by stimu-

lated emission of radiation) suggests, laser radiation

involves an amplification process for photons, i.e. if a

photon beam passes through a medium, with a reso-

nant frequency, the beam will have gained intensity

after passage. This is contrary to common experience,

where one observes an attenuation of light when it

passes through amedium in thermal equilibriumwith

its environment. The attenuation is found to be pro-

portional to the particle density in themedium and the

length of the light–matter interaction path; a theore-

tical description of this phenomenon is given in the

form of the Beer–Lambert law, which is exploited in

laser absorption spectroscopy (see Chapter 6 for

details).

If we contemplate a gaseous medium, for sim-

plicity, then the observed attenuation is not surpris-

ing. The level populations in a gas at thermal

equilibrium obey the Boltzmann distribution,

Ni ¼ N0 expð�Ei=kTÞ, where Ni is the number of

particles, out of the total N0, encountered in energy

level Ei, and k and T are the Boltzmann constant and

the absolute temperature respectively. The popula-

tion density, as a function of particle excitation

energy, is shown schematically in Figure 3.2.

When such a particle system is exposed to photons

that are in resonance with a transition between two

energy levels, the three processes introduced by

Einstein, i.e. absorption, stimulated emission and

spontaneousemission,need tobeconsidered.Overall,

the interaction can be described by the so-called rate

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
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equations, and one possible, though simplistic,

description of interactions is the rate equation

model. The solution of such a (multilevel) coupled

rate equation system, for a particle system initially

at thermal equilibrium, demonstrates that the time-

averaged overall probability for an upward transi-

tion between the two lowest levels (absorption) is

larger than that for a downward transition (emis-

sion). Hence, more photons are lost than gained on

passage, and no amplification is encountered.

Note that stimulated emission, ultimately respon-

sible for laser amplification, does indeed take place in

the two-level photon–matter interaction addressed

here; however, stimulated emission is less important

than the other processes, under such conditions.

Thus, however much one may vary the two pri-

mary parameters in the two lowest-level interaction

process (photon beam flux and temperature of the

medium), one finds that the best one can achieve

(based on the rate equation model) is an equal

population of the two levels, but never an inversion

(see also Figure 3.3a).

Figure 3.1 Principle concepts of a laser system

Figure 3.2 Standard Boltzmann level population dis-
tribution. Non-equilibrium population (inversion between
levels E4 and E3) is indicatedby thedashed lines

Figure 3.3 Absorption and emission processes, and con-
ceptual level populations, in (a) two-level, (b) three-level
and (c) four-level systems
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In order to gain photons during passage, one would

need a perturbation of the level population distri-

bution, specifically Niþ1 > Ni, as indicated by the

dashed level population (non-equilibrium) data in

Figure 3.2. But, as we have just seen, this is not

possible when treating the two lowest energy

levels, for which gain in the downward transition

is to be realized, in isolation. Only if additional

energy levels are included in the formalism, which

may serve as detours in the excitation (the so-

called pumping process) and reservoirs for popu-

lation accumulation, will a perturbation of the

population distribution ultimately result in inver-

sion. A schematic summary for three- and four-

level systems interacting with pump radiation and

exhibiting laser action is shown in Figure 3.3,

together with the two-level system.

In a standard three-level laser system, the laser

process is between the first excited level 2 and the

ground-state level 1 (see Figure 3.3b). Pump radia-

tion is absorbed to elevate particles from level 1 to

level 3, and the pumping probability into the upper

laser level 2 is set as WP ¼ ZW13, where Z is the

fraction of the pump photons hn13 that end up in

level 3. For a population to accumulate preferen-

tially in level 2 it is required that A32, the decay rate

from level 3 into level 2, dominates over A31 and

stimulated emission back to the ground state. In

addition, A21, the spontaneous decay rate for the

decay from level 2 to the ground state level 1,

should be low; a parameter b ¼ A32=A21 deter-

mines how efficient the generation of laser action

might be: the larger b is, the easier it is to achieve

laser action. Irrespective of this condition, on sol-

ving the coupled rate equation system for

dNi=dtði ¼ 1 . . . 3Þ, one finds (in confirmation of

the intuitive suggestion in Figure 3.3b) that this

type of laser can develop population inversion only

if more than half of the total number of particles in

the ground state are pumped to higher energy states

(here, we neglect any state degeneracy; see stan-

dard laser text books for a development of the full

three-level rate equation formalism).

Now let us add a further energy level, and examine

the case of a four-level system (see Figure 3.3c).

Under (optical) pumping, transitions from the

ground state level 1 to level 4 occur. The reverse

processes from level 4 back to level 1 are neglected,

to a first app- roximation, due to the requirement

that the transition rate from level 4 to level 3 dom-

inates; as in the three-level case, the pumping prob-

ability is related to the excitation rate to level 4 and

the fraction of the pump photons that end up in level

3, i.e. Z, namely WP ¼ ZW14. The laser transition is

between level 3 and level 2; note that level 2 should

be high enough in energy not to be populated ther-

mally. Mostly, this condition is easy to achieve.

Even with energy E2 � 0:1 eV, level 2 would exhibit
a thermal population of only about 2 per cent at

room temperature (again, we neglect any state

degeneracy); for E2 � 1 eV the population would

be completely negligible. From level 2, fast relaxa-

tion back to the ground-state level 1 is important,

if high repetition rates or continuous operation are

required. As it turns out, it is easier to achieve

population inversion between the two laser levels,

i.e. levels 3 and 2, because the population to be

generated in level 3 only has to exceed the thermal

population in level 2. Basically, in a realistic laser

system, population inversion is achieved more or

less immediately after commencing the pumping

process (see Box 3.1 for a detailed derivation

based on the rate equations).

It should be noted that the simple principles of

the absorption and emission processes discussed

above for the two-, three- and four-level systems

are based on optical photon transitions. However,

non-radiative processes need to be considered as

well. They can even be the dominant ones, as

would be the case for electron impact excitation,

pumping in a discharge, or for collisional energy

transfer between levels (e.g. as encountered in the

HeNe gas laser or the Nd:YAG solid-state laser).

Regardless of the way the pumping and relaxation

steps are implemented, the overall formalism

remains more or less unchanged; only the transi-

tion probability expressions have to be adapted.

Although a knowledge of the level schemes, the

transition probabilities and the time evolution of

the states involved is essential for an understand-

ing of laser action, it is equally important to under-

stand how an actual laser resonator has to be set up

to optimize the processes for maximum extraction

of useful laser radiation. The principles of such

laser resonators are discussed in the following

section.
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Box 3.1

Rate equations for four-level laser scheme

The principle processes within a four-level laser

system are shown in Figure 3.B1. Note that only

those transition probabilities that are significant

for the pump and laser processes are indicated.

All the designated levels Ei are populated to

some extent following pumping, with number

density Ni.

A basic model, the so-called rate equation

model, can be used to predict the conditions

under which laser emission occurs, and how

the laser behaves. In themodel, each of the levels

in- volved is regarded as a reservoir to or from

which particles flow. The associated rates

are described by the changes in level population

dNi/dt.

The overall assumption in four-level laser

schemes is that levels 4 and 2 decay very fast,

and thus very little or no population accumulates

in them, i.e. N4� 0 and N2� 0. Thus, these two

levels may be viewed as spectator levels. This

also means that N0 ¼ �Ni � N1 þ N3. In first

approximation the related rate equations are

omitted in the mathematical treatment. One

also assumes that the population in the ground

level 1 always remains large, i.e. N1 � N0, and

hence its rate equation is not considered either.

Thus, in circumstances of moderate pumping

and not too powerful generation of laser radia-

tion, the system of four coupled differential rate

equations reduces to that for level 3:

dN3

dt
¼WpN1�A32N3þ scpðN2�N3Þ ð3:B1Þ

The first of the three contributions in Equation

(3.B1) is the pump rate, whereWp is a summary

expression for the absorption from level 1 to level

4 and the fast (branched) decay from level 4 into

level 3, the upper laser level (note that A43 is

requested to be large and dominant);Wp may be

written asWp ¼ ZW14, whereW14 ¼ W41 stands

for the stimulated transition rate between levels 1

and 4, and Z is the pumping efficiency (i.e. how

many of the originally pump-photon-excited par-

ticles end up in the upper laser level 3).

The second term is related to the spontaneous

decay rate of level 3, A32 ¼ 1=t32ðt32 is the

radiative lifetime of level 3).

The third term is associated with the induced

processes occurringbetween levels 3 and2, under

the influence of the (developing) laser field. The

relevant rates are proportional to the difference in

the population numbers N2 and N3 and to the

photon number density p of the developing laser

field, and c and s stand respectively for the velo-

city of light and the effective cross-section for the

emission or absorption of a photon.

For thedescriptionof theactual laserprocess it

is important to follow the time evolution of the

laser photon density:

dp

dt
¼ scpðN3 � N2Þ �

p

tph
ð3:B2Þ

Thefirst termconstitutes the ‘gain’ of photonsby

stimulated transitions between the two laser

levels, and the second term anticipates knowl-

edge of the laser resonator, i.e. howmany stimu-

lated photons leave the resonator to form the

laser beam. This ‘loss’ can be described by a

global photon lifetime within the resonator tph.

Figure 3.B1 Schematic term level diagram of a four-level
laser system, including all relevant radiative processes
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3.2 Laser resonators

In a laser, the amplitude of light increases bymultiple

passes of coherent light waves through the active

medium (optical feedback is provided by suitable

mirrors). After pumping has populated the upper

laser-level in the laser medium, those spontaneous-

emission photons, which are emitted along the direc-

tion of the optical axis, begin the formation of the

amplified wave. The wave is reflected backward and

forward between resonator mirrors. For each round

trip in the resonator, the beam passes through the

active medium twice and experiences amplification

as long as the active medium exhibits population

inversion. But resonators are never ideal, and any

lightwaveexperiences losses, including thenecessary

loss of light that passes through the output coupler to

form the laser beam. These loss and gain factors must

be considered in thedesignof a laser optical resonator.

Useful laser output is observed if the resonator gain

(amplification) exceeds its losses.

The actual resonator constitutes the total volume

bounded by the two (or more) reflective mirror

surfaces. However, other factors affect the resonator

volume, e.g. like the size and shape of the active

medium and other elements in the beam path, and

may have to be included in any theoretical treatment.

In a simple two-mirror optical resonator, a line

through its centre and perpendicular to the mirror

surfaces is called the optical axis (also often referred

to as the axis of lateral symmetry; see also Figure 3.1).

The shape and separation of themirror surfaces deter-

mine the spatial distribution of the electromagnetic

field (light waves) inside the laser.

Losses in optical resonators

For optimumperformance of a laser it is essential that

any ‘internal’ losses, i.e. unwanted losses other than

the desired output coupling loss, are minimized. The

following important factors contribute to losses

within the optical resonator of a laser:

� Misalignment of the mirrors. If the mirrors of the

resonatorarenotalignedproperlywith respect to the

optical axis, with each reflection the light wavewill

move farther toward the edge of the resonator.

Ultimately, the beam will be lost laterally out of

the resonator, which may happen before sufficient

gain for laser action is achieved.

� Dirt on optical surfaces. Dust, dirt (deposits from

exposure to atmospheric contaminants), finger-

prints (hydrocarbon and fatty residue) and scratches

on optical surfaces scatter the light wave or induce

losses, and permanent damage to the optical sur-

facesmayoccur. Thus,maintaining clean optics in a

laser system is of utmost importance, both for its

performance and longevity.

If one abbreviates �N ¼ N3 � N2, with

N2 � 0, and using N0 � N1 þ N3, one can

rewrite the coupled rate equation system of

Equations (3.B1) and (3.B2) as

dN3

dt
¼ WpN1 � A32N3 þ scpðN2 � N3Þ

dp

dt
¼ scpðN3 � N2Þ �

p

tph

ð3:B3Þ

This differential equation system couples the

two unknown functions �NðtÞ and pðtÞ; the
equations are non-linear because they both

contain the term p�N. Analytical solutions

are not known, and one has to rely on computed

solutions.

However, if the system is in a state of equili-

brium, i.e. for steady-state laser operation (see

Figure 3.8), one has d�N/dt¼ dp/dt¼ 0, and

from Equation (3.B3) one obtains

�N ¼ N0

Wp

Wp þ A32 þ scp

Clearly, this confirms mathematically the hand-

waving arguments used in the description of a

four-level laser system, namely that, in a four-

level laser, population inversion is produced as

soon as pumping commences.

3.2 LASER RESONATORS 39



� Reflection losses. Whenever light is incident on an

optical surface, such as a window, some small frac-

tion is always reflected. Brewster angle windows

and antireflection coatings (see Chapter 11) greatly

reduce reflection losses but cannot eliminate them

entirely.

� Diffraction losses. Part of the light wave may

encounter the edges of the mirrors, the edges of

the active medium, or the edges of an aperture

placed deliberately in the cavity. All these remove

fractions of the light from the beam; diffraction

losses often constitute the largest loss factor, even

in well-designed lasers.

Loop gain in optical resonators

The loop gain of a laser is defined as the ratio of the

intensityof the lightwaveat anypoint in the resonator,

after and before completing a full round trip (loop) in

the resonator. The factors to be considered in deter-

mining the loop gain are shown schematically in

Figure 3.4.

Let usdenote the initial intensityof the lightwaveat

point 1 as I1. Then, after passage through the active

medium, at point 2, it is amplified to an intensity of

I2 ¼ GaI1, where Ga is for amplifier gain, which is

given by

Ga � expðsijðlÞ�Nij‘Þ ð3:1Þ

where sijðlÞ stands for the photon transition

cross-section between the laser levels, �Nij is the

population inversion between them, and ‘ is the

length of the active laser medium. After reflection

from the high-reflecting (HR)mirror, with reflectivity

R1, the intensity is I3 ¼ R1GaI1. The wave passes

through the active medium once more and is ampli-

fied; thus, at point 4 the intensity will be I4 ¼
GaR1GaI1. After reflection from the output coupler

(with reflectivity R2) at point 5, the intensity is I5 ¼
R2GaR1GaI1. If, for simplicity, all losses within a full

round-trip, i.e. frompoint1 topoint6, are included ina

single loss-factor LRT, then the intensity remaining at

point 6 (which is equal to point 1), after one complete

cycle through the optical cavity, is I6 ¼ I5ð1� LRTÞ
¼ R2GaR1GaI1ð1� LRTÞ. The loop gain GL of the

laser is defined as the ratio of I6 to Il:

GL ¼
I6

I1
¼ R2GaR1GaI1ð1� LRTÞ

I1

¼ G2
aR1R2ð1� LRTÞ

ð3:2Þ

If the loop gain of a laser is greater than one, its output

power increases, whereas the output power decreases

for a loop gain less than one. If the loop gain is exactly

one, then the output power is steady.

For example, contemplate a laser cavity systemwith

the following characteristics: reflectivity of the HR

mirror R1 ¼ 0:998; reflectivity of the output coupler

R1 ¼ 0:958; round-trip loss (excluding mirror loss)

LRT ¼ 0:08; amplifier gain Ga ¼ 1:05. Using these

values in Equation (3.2) one obtains GL ¼ 1:045;
this is a typical value encountered for CW gas lasers

near laser threshold (see Section 3.4).

Resonator configurations

Several practical resonator configurations encoun-

tered in lasers are shown in Figure 3.5. In each con-

figuration diagram the shaded area is referred to as the

mode volume, which is the volume inside the cavity

actually occupied by the laser beam. Gain by stimu-

lated emission is only achieved within this volume.

The actual selection of a resonator configuration for a

particular laser depends criticallyon factors likemini-

mization of diffraction losses, optimal overlap of the

mode volumewith the size of the active medium and,

from a practical point of view, the ease of alignment.

Theparameters of importance are the resonator length

L and the radii of curvature (related to the focal length

fi) of the mirrors, ri ¼ 2fi.
Figure 3.4 Loop gain and loss for a light wave travelling
inside a resonator (along its axis)
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The plane–plane resonator (Figure 3.5a), with

r1 ¼ r2 ¼ 1, is used in a variety of pulsed solid-

state lasers because its high mode volume makes

efficient use of the active medium. Although this

type of cavity has the highest diffraction loss of any

configuration, this loss is easily compensated for by

the strong pumping process in pulsed lasers and by

the additional gain achieved within the large mode

volume. Also, because the laser beam does not focus

inside the active medium, damage to solid-state laser

rods can be avoided. On the negative side of the

balance sheet, the plane–plane cavity is the most

difficult to align; any minute tilt of either of the

plane-parallel mirrors causes the beam to ‘walk

out’ of the cavity, thereby suppressing laser action.

Resonators with two curved mirrors (a general

spherical resonator; see Figure 3.5b) include a

range of different configurations, depending on the

radii of curvature of the mirrors and their relative

separation (which constitutes the resonator length).

They all have reduced mode volume with respect to

the plane–plane resonator, lower diffraction losses

and are overall less difficult to align.

The so-called confocal resonator (Figure 3.5c),

with r1 þ r2 ¼ 2L, is one special case within the

group of spherical resonators. Theoretically, it is one

of the easiest to describe; to a goodapproximation, the

laser field distribution in the cavity can be represented

by a set of separated one-dimensional (1D) homoge-

neous equations (see Boyd and Gordon (1961)).

Although relatively easy to align, confocal resonators

are rarely used in commercial lasers. On the other

hand, they are commonly used in Fabry–Perot (FP)

reference resonators, servingasmonitors for themode

spectrum of lasers, or as wavelength references in

laser scanning applications.

The so-called concentric resonator (Figure 3.5d),

with r1 þ r2 ¼ L, represents the functional ‘opposite’

of the plane–plane resonator. It is easiest to align, has

the lowest diffraction loss and exhibits the smallest

mode volume. For example, CW dye lasers incorpo-

rate this type of cavity (see Chapter 4.3): because of

the short length of the active medium (the dye jet),

strong focusing of the pump and resonator beams is

necessary to cause efficient stimulated emission and

to generate sufficient gain for laser action. However,

this type of spherical resonator is not commonly used

with any other laser.

Many other configurations and combinations ofmir-

rors are possible but will not be described here. How-

ever, it should be noted that long-radius-hemispherical

resonators, consisting of a curved mirror with r1 > 2L

and a plane mirror (r2 ¼ 1), are commonly used in

high-power CW lasers. They constitute a compromise

between mode volume, ease of alignment (resonator

stability) and relatively low diffraction losses.

3.3 Frequency and spatial
properties of laser radiation

Apropagatingelectromagneticwave,ofwhich light is

one type, must satisfy the complex wave equation

r2U � 1

c2
@2U

@t2
¼ 0

Figure 3.5 Selectedresonatorconfigurations.Thehashed
areas indicate themode volumewithin the resonator
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The functionU is the complex amplitude of thewave,

and takes the general form

Uðr; tÞ ¼ AðrÞ exp½ijðrÞ� exp½i2pnt�

where r ¼ ðx; y; zÞ is the vector of position, j is the

wave phase factor, and n is the frequency of thewave.
Note that the intensity of the laser beam is associated

with the square of the wave amplitude, i.e.

IðrÞ ¼ jUðrÞj2.
If confined to a resonator, the wave has to obey

the resonance boundary conditions; the standing

waves in the resonator are called modes. Particular

functions U describe the different modes. Because of

the nature of laser resonators, which normally are

much longer than wide, one may conveniently split

the description into longitudinal (often by convention

the z-axis) and transverse (the x- and y-axes) compo-

nents, or modes, with respect to the optical axis of the

resonator. As it turns out, to a good approximation,

one can use the longitudinal mode components to

derive the resonance frequencies in the resonator;

these then are loosely addressed as longitudinal (fre-

quency)modes. The transversemode components can

be used to calculate the lateral intensity distribution of

a laser beam; in general one then speaks of transverse

(intensity) modes.

Let us first address the frequency modes and, for

simplicity, restrict the discussion to those waves in

the direction of the z-axis only. Thereafter, a brief

description of the observed beam intensity patterns

will be given.

Longitudinal modes and the spectral
distribution of the laser output

Assume that the length of the resonator is L. Then one

finds for the resonance frequencies nn and the spacing
between neighbouring modes nn and nnþ1

nn ¼ nðc=2LÞ and �n ¼ ðc=2LÞ ð3:3Þ
In most lasers, a number of longitudinal modes are

oscillating simultaneously, rather than only a single

one. This is shown in the top part of Figure 3.6 (it is

assumed that mode vn is at the centre of the gain

curve). Note that the width and height of the gain

curve depend upon the type of active medium, its

temperature and the magnitude of the population

inversion. Each type of laser exhibits its own charac-

teristic gain curve (for further details see Chapter 4 on

specific laser systems).

With reference to Figure 3.6, for loop-gainGL � 1,

the longitudinal modes vn; vn�1; vnþ1; vn�2 and vnþ2
will oscillate and contribute to the laser output

spectrum; all others fall below the threshold of the

gain curve.

The approximate number ofmodes in a laser output

beam can be determined by dividing the laser gain

bandwidth by the mode spacing, i.e.

n � dnG=�n

For example, the gain width for HeNe lasers is about

1.5 GHz. If the particular laser has a cavity length of

0.5 m, i.e.�n ¼ 300MHz, onewould expect that five

or so longitudinal modes were observed in the laser

output.

As indicated in the figure, each laser mode is not a

single frequency, but is itself composed of a range of

frequencies. The mode-bandwidth of a single long-

itudinal mode can be approximated by

dnmode ffi �nðTout þ LRTÞ

where �n is the longitudinal mode spacing,

Tout ¼ ð1� R2Þ is the transmission of output coupler,

and LRT is the round-trip cavity loss. For the specific

HeNe laser just mentioned, assuming that it has an

Figure 3.6 Relationship between loop gain GL, gain
profile�vgain and laser resonatormodes
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output coupler with Tout ¼ 0:02 and exhibits round

trip losses of LRT ¼ 0:005, one calculates dnmode �
7:5MHz.

Transverse modes and the intensity
distribution of the laser output

As stated above, the transverse mode components

determine the intensity distribution over the cross-

section of the beam. The simplest (basic) mode

solution when solving the wave equation for a

cylindrical-symmetric resonator is the so-called

Gaussian mode, which yields for the beam intensity

distribution

Iðx; y; zÞ / exp � 2ðxþ yÞ2

WðzÞ2

" #
ð3:4Þ

where W(z) determines the ‘radius’ of the (symme-

trical) intensity distribution, at location z in the beam.

Note that this constitutes a Gaussian distribution

function. W(z) is the half-width parameter of this

distribution function and is given by

WðzÞ ¼ W0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z

z0

� �2
s

with W0 ¼
ffiffiffiffiffiffiffi
lz0
p

r

W0 is the radius at the centre of the cavity z0, and is

often called the beam waist. It appears as a central

bright region in the image of a laser beam, and as an

axis-symmetric ‘elevation’ in the grey-scale intensity

plot (Figure 3.7). Gaussian beams are usually the

preferred output form, since they are (i) easy to

manipulate, (ii) are circular in symmetry, and (iii)

usually have the greatest overall intensity of all trans-

verse modes. Furthermore, they retain their shape as

they propagate.

The Gaussian mode is a specific case of the more

generalized Hermite–Gaussian (HG) modes; these

are also referred to as transverse electromagnetic

(TEM) modes. The TEM modes carry indices l

and m, namely TEMlm, where l is the number of

intensity minima in the direction of the electric

field oscillation, and m is the number of minima

in the direction of the magnetic field oscillation

(basically, the formula describing the TEM00

mode distribution (Equation (3.4)) is modified by

multiplication with so-called Hermite polynomials

Hlmðx; y; l; LÞ.

3.4 Gain in continuous-wave and
pulsed lasers

Gain in continuous-wave lasers

The loop gain and output power of a CW laser, as a

function of time from the moment the laser is turned

on, is shown in Figure 3.8.

The excitation (pumping into the upper laser

level) begins at time t0. The population inversion is

established at time t1 and the amplifier gain isGa ffi 1.

However, laser action does not begin immediately at

time t1 because the losses in the cavity result in a loop

gain GL < 1. At time t2, the loop gain reaches unity,

GL ¼ 1, and the laser intensity begins to build up.

Figure 3.7 Pictures of intensity distributions for individual transverse TEMlm modes; an example for multi-transverse
mode laser output is shownon the right
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Both loop gain and output power increase, until the

loop gain reaches his maximum value at t3. At this

point the laser output power is increasing at its max-

imum rate. As laser operation extends past t3, stimu-

lated emission removes population from the upper

laser level to the lower laser level faster than it can

be replaced by pumping. Thus, the population inver-

sion is reduced and, consequently, both amplifier gain

and loop gain decrease. At t4, the laser stabilizes to

steady-state output power and a loop gain ofGL ¼ 1.

Thisvalueneeds tobemaintained forCWsteady-state

laser operation.

It should be noted that, depending on the particular

laser gain medium and resonator configuration,

oscillatory start-up behaviour might be encountered.

For example, CW Nd:YAG lasers frequently exhibit

this behaviour. However, for long-time continuous

operation this is irrelevant, since an experiment can

easily commenceafter the switch-onoscillationshave

died down (in the worst case they will last for a few

milliseconds at most).

One further point should be made concerning the

amplifier loop gain description provided in Section

3.3. It is the called the small signal gain model,

which is the gain of the active medium for optical

signals that are so small that their amplification

does not significantly reduce the population inver-

sion. In contrast, the amplifier gain Ga of a high-

power CW laser is less than the small signal gain

because the intensity removed by the laser light

wave does in fact reduce the population inversion.

This reduced value of the amplifier gain is often

referred to as saturated gain, and the modelling has

to take these features into account.

Gain in pulsed lasers

The instantaneous power, which is applied to the

pumping excitation mechanism in a pulsed laser, by

far exceeds that for a CW laser. Consequently much

greater population inversion and much higher values

for both amplifier gain and loop gain are encountered

in a pulsed laser. The loop gain and output power of

a pulsed laser, as a function of time, are shown

schematically in Figure 3.9.

At t1, the loop gain has reached a value ofGL ¼ 1,

and laser action commences. The loop gain continues

to increase to somemaximumvalue at t2, and the laser

output increases accordingly. At t3, the loop gain

diminishes to GL< 1 and, consequently, the output

power begins to drop. The light beam inside the cavity

and the active medium have now become so intense

that it depletes the population inversion entirely, and

laser action ceases at time t4, from which point the

loop gain begins to rise again. At t5, the loop gain

surpasses the threshold again,GL> 1, and laser action

starts once again. This process is repeated as long as

the pulse of pumping excitation is able to maintain

population inversion, and a multitude of spikes is

observedwithin a single laseroutputpulse (see further

below).

Figure 3.8 Evolution of loop gain and laser output inten-
sity for a CW laser, as a function of time

Figure 3.9 Evolution of loop gain and laser output inten-
sity in a high-gain pulsed laser, as a function of time
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Lasers in pulsed operation naturally evolve from the

fact that if the excitation pump pulse is finite, then so

will be the population inversion and, consequently,

the laser output. In ‘normal pulsedmode’such a pulse

has a nominal duration from just a few nanoseconds

(e.g. as in the case of pulsed-discharge pumped nitro-

gen or excimer lasers) up to a fewmilliseconds (e.g. as

found in flash-lamp pumped solid-state lasers), which

is simply associated with the duration of the laser

pump pulse. Referring back to the above discussion

of thegain evolution inapulsed laser, it is clear that the

gain oscillations will give rise to a number of ‘spikes’

in the laser output. In the case of avery short excitation

pulse, only one such spike might be observed; but,

more likely, one will encounter a multitude of short,

small spikes, each lasting about 5–50 ns.

A further factor must be considered to account for

the large number of spikes that are often observed and

whichmay be overlapping in time. The reason for this

is that excimer and solid-state lasers, for example,

typically have a large laser line width, frequently

�30 GHz or larger; therefore, up to a few hundred

longitudinalmodes will experience gain, in principle.

Each of these longitudinal modes exhibits a spiking

behaviour, independent of the behaviour of the other

modes, and the full outputpulsecanbecomposedof as

much as thousands of these short pulse spikes. The

output pulse from a typical solid-state laser operating

in normal pulsed mode is shown in Figure 3.10.

If the pulse excitation source is designed to provide

pump pulses with little energy jitter, the total energy

within an individual pulse, and its duration, remain

essentially the same from pulse to pulse for such a

laser. However, the maximum output power reached

during one pulsemay bevery different fromone pulse

to the next, due to the random superposition of spikes,

whose time appearancewill most likely also alter in a

random fashion.

Clearly, for well-controlled laser chemistry experi-

ments, for which nanosecond (or even shorter) time-

scales are of importance, such pulses are unsuitable. It

would be ideal to have only a single short pulse, but in

addition not to sacrifice laser output energy and chan-

nel all available gain into this single pulse. This is

discussed in the following section.

3.5 Q-switching and the generation
of nanosecond pulses

Pulsed laser operation may be subdivided according

to pulse length and the methods by which the pulses

are generated. The basic operating modes for pulsed

lasers can be categorized as

� normal pulsed mode (in the regime 0.1–100 ms);

� Q-switched mode (in the regime 1–50 ns);

� mode-locked mode (in the regime of picoseconds

and femtoseconds).

The normal mode was discussed in Section 3.4,

but will be referred to again here for comparison.

Q-switching is a mode of operating a laser in which

energy is stored in the laser active material during

pumping, i.e. population inversion is preserved in the

upper laser level, without allowing loop gain to

develop. For this, oscillationof thewave is suppressed

by effectively ‘removing’ onemirror from systemand

then suddenly closing the resonator with the mirror;

very strong laser action can nowdevelop, generating a

giant laser output pulse.

Rather than physically removing or misaligning a

mirror, which is a slow procedure, Q-switching is

accomplished by introducing large losses in the opti-

cal resonator during pumping. Essentially, a ‘shutter’

is placed between the active medium and the HR

resonator mirror. With this shutter closed, the HR

mirror is blocked to prevent feedback, and thus laser

Figure 3.10 Output from a free-running high-gain laser,
pumped by a pulsed excitation light source (flash lamp or
laser)
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action. Once a high value of energy has been stored in

the upper laser level of the active medium, and the

laser gain Ga has reached a predetermined value, the

shutter is opened.Reducing the loss to its lowest value

(highest Q) results in a loop gain that greatly exceeds

that possible without Q-switching. Very rapid build-

up of the laser light wave in the resonator ensues, and

most of the energy stored in the activemedium is thus

channelled into a single short-duration, high-peak

power pulse. Note that this pulse will occur at a pre-

dictable time if the switching on of laser feedback can

be achieved in a controlled manner, as is indeed

possible using modern switching devices and fast

electronic circuits for precision timing (see further

below).

In order to illustrate the energy exchanges during

Q-switching and the requirements for the Q-switch,

the resonator and laser characteristics are shown in

Figure 3.11. Included in the figure are the time his-

tories of pump light, stored energy, amplifier gain,

loop gain and laser output, here exemplified for a

typical solid-state laser. On the left, these parameters

are shown for normal-mode laser operation;

Q-switched operation of the same laser is displayed

on the right.

In the standard, normal-mode (non-Q-switched)

pulsed laser resonator, the stored energy and ampli-

fier gain curves evolve from t1 (pump pulse begins)

through t2 (threshold population inversion reached,

Ga> 1) until at time t3 the loop gain exceeds

GL ¼ 1. Laser action begins but quickly depletes

the stored energy. As a consequence, this reduces

the amplifier gain, the loop gain drops below unity,

and laser action ceases. The result is an output

pulse with a typical duration on the order of 10–

100 ms. Since laser oscillation has stopped and no

longer lowers the gain, stored energy once again

builds up. This cycle of laser action/no laser action

is repeated many times in rapid succession for each

longitudinal mode of the laser, producing the typi-

cal spiked output of a pulsed solid-state laser (also

see Figure 3.10). This process continues up to near

t7, at which time the pumping pulse terminates.

Because the population inversion is never allowed

to develop to a high value, but is constantly

depleted by the laser process, both amplifier gain

Figure 3.11 Time evolution of population inversion, loop gain and laser output for a laser operating in normal-pulse
mode (left) and Q-switched mode (right). An expanded view of the Q-switched region is shown on the right
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and loop gain remain relatively close to unity, and

the peak output power is low as well.

In theQ-switched laser resonator all parameters are

allowed to evolve unimpeded by feedback, up to time

t4, already close to the end of the pumping pulse, and a

large amount of energy is stored, in unison with large

laser gain. At time t4, resonating of the laser wave is

suddenly enabled (the system is Q-switched). Laser

operation begins when the loop gain exceedsGL ¼ 1

at time t5, which because of the very high laser gain is

just a few nanoseconds after the Q-switch triggering.

The laser pulsebuilds upvery rapidly, severelydeplet-

ing stored energy and amplifier gain in the process.

The peak of the laser output pulse occurs as the loop

gain falls below the GL ¼ 1 level; thereafter, it drops

off rapidly, because the stored energy has been

depleted and is no longer replenished by pumping,

and ceases at t6 (normally before the end of the pump-

ing pulse at t7). The duration of this giant output pulse

is typically of the order of 5–50 ns.

Note that, in general, the output energy of a

Q-switched laser pulse is of the order of 10–20

per cent of the pulse energy available from nor-

mal-mode operation. Factors contributing to

reduced laser efficiency are (i) that quite a bit of

the stored energy is usually left in the active med-

ium; (ii) that spontaneous fluorescence constitutes a

considerable loss during the long period until the

Q-switch opens; and (iii) that during normal-mode

operation each particle of the active medium may

participate several times in the laser process, while

in a Q-switched laser it does so only once. The

latter point means that Q-switching is most efficient

in laser materials with long upper laser level life

times, as encountered in many solid-state lasers;

conversely, gas ion lasers are the most unsuitable

lasers for Q-switching.

Q-switched lasers can be classified bywhether they

are based on a continuous or pulsed pumping source;

dictated by the very different gain and energy condi-

tions, one requires different methods and equipment

for Q-switching. However, the theoretical back-

ground behind Q-switching (as just outlined) is the

same, regardless of its implementation method. Sev-

eral techniqueshavebeenused forQ-switching lasers.

Each has its advantages, disadvantages, and specific

applications. Here, we only include the two most

common, commercially exploited methods.

Electro-optic (EO) Q-switch devices (see Figure

3.12a) usually require two elements to be placed in

the resonator between the laser rod and theHRmirror,

namely a linear polarization filter (passive element)

and an EO polarization rotator (active element).

Achieving low laser feedback involves rotation of

the polarization vector of the laser beam inside the

resonator so that it cannot pass through the linear

polarization filter on return from the mirror. When

this polarization rotation is removed, the resonator

operates unimpeded and the giant laser pulse

develops. Two EO devices are commonly used,

namely Kerr cells and Pockel cells; for example, by

applying a high voltage to a Pockel cell, the polariza-

tion plane of a light wave is shifted by 45� on each

passage (e.g. see the standard laser text books of

Figure 3.12 Realization of Q-switched laser action.
(a) electro-optic Pockel cell/linear polarizer combination
inserted into a pulse-pumped laser resonator; (b) acous-
to-optic (AO) modulator inserted into a CW-pumped laser
cavity. HR: high reflector; OC: output coupler
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Siegman (1990), Silfvast (2004) and Meschede

(2003) for detailed operating principles). Switching

times are fast, typically less than 1 ns. EOQ-switches

have high dynamic loss (LQ-on � 0.99) but exhibit

relativelyhigh insertion losses (LQ-off�0.15) because

of the internal absorption losses in the optical ele-

ments. Thus,EOQ-switches arewell suited for pulsed

systems with high laser gain but cannot be used with

CW pumped lasers because of their high insertion

loss.

Acousto-optic (AO) Q-switches (see Figure 3.12b)

constitute a single optical element placed in the reso-

nator between the laser rod and the HR mirror. When

the AO device is excited with an intense, acoustic

standing wave, it induces a diffraction effect, guiding

part of the intra-cavity laser beam out of the resonator

alignment. This results in a relatively low feedback.

Once the acoustic wave is removed, the diffraction

effect disappears, the cavity is aligned normally, and

the giant laser pulse can develop. The switching

time of AO Q-switches is relatively slow, about

100 ns or more, and thus they are much slower than

the EO Q-switches. AO devices have low insertion

losses (typically LQ-off< 0.01) but low dynamic

losses (LQ-on¼ 0.5 maximum). Therefore, these

devices are ideally suited for use with CW pumped

systems or low-gain pulsed lasers; however, they are

unsuitable for most pulse-pumped systems because

their low dynamic loss does not fully prevent laser

action. In addition, the high peak powers developing

in theQ-switched pulse may become large enough to

cause damage in the optical medium.

3.6 Mode locking and the generation
of picosecond and femtosecond
pulses

Although single-mode oscillation for a laser system is

desirable inhigh-resolution laser spectroscopy,multi-

mode oscillation has a distinctly attractive feature,

namely that with some ‘tricks’ one can transform

the (random) oscillation of these modes into a series

of ultra-short pulses with high peak pulse energy.

Consider a laser resonator that oscillates in a large

number of longitudinal modes; it is assumed that all

oscillating modes exhibit the same wave amplitude.

Figure 3.13b displays five such modes, offset verti-

cally from the optical axis for clarity. The spacing

between consecutive longitudinal modes is �nmode.

Normally, thesemodes have no common phase corre-

lation (randommode oscillation), and the summation

of thesewaveswill appear in the laser output in a form

Figure 3.13 Temporal characteristicof laseroutput intensity: (a) fora single-modeCWlaser; (b) for a randommulti-modeCW
laser; (c) for amode-locked ultra-short pulse laser
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similar to that shown on the right in Figure 3.13b. The

instantaneous amplitude looks rather random in time,

but overall the waveform features are repeated peri-

odically, with a period tp 	 �T ¼ 1=�nmode. This is

not surprising, as the return time for each mode is

coupled to the cavity length. The maximum instanta-

neous output intensity is IoutðmaxÞ / nE2
0, where n is

the number of modes, and E0 is the electric field

amplitude of the mode. This is in stark contrast to

the single-mode case, which is shown for comparison

in Figure 3.13a.

If all the longitudinal modes were shown, then the

momentary, resultant amplitude distribution would

be an intensity profile of nearly zero amplitude at

most locations, with one or more positions where

the resultant amplitude would exhibit a maximum.

This snapshot pattern would change rather randomly

with time.

Now let us assume that 2nþ 1 modes are oscillat-

ing with the same amplitude E0 and that the phase of

one consecutive modes differ by a constant value, i.e.

jk � jk�1 ¼ j, where we use k to indicate the kth

mode. The latter means that the phases are correlated,

or locked to each other. Then the total electric field

E(t) is the summationof these lockedmodes; the result

is a temporal intensity distribution, as shown schema-

tically in Figure 3.13c. The repetition period in the

pattern is associated with the round-trip time in the

resonator.

Although the related mathematic procedure is

straightforward it will not be repeated here. We only

summarize the main points:

� The peak values of the repetitive pulses is

IoutðmaxÞ / ½ð2nþ 1ÞE0�2, which is 2nþ 1 times

the value if the modes were not phase related, or

phase locked. The larger the number of oscillating

modes n, the higher the peak pulse intensity.

� Successivepulses are separated by a time interval of

tp ¼ 1=�n, analogous to the repetitivepattern in the
normal case. Between those high-amplitude pulses,

small-amplitude fluctuations are observed, which

are smaller for a larger n.

� For the half width of the mode-locked pulsewe find

dtp ¼ ½ð2nþ 1Þ�n�1=2 � 1=�nG, i.e. the larger the
number of oscillating modes, or the wider the gain

profile, the sharper the pulse. Note that the above

discussion was for very simplified conditions, spe-

cifically assuming that all modes had the same

amplitude. For a Gaussian-shaped amplitude distri-

bution, which is more realistic for common laser

systems, the time duration of themode-locked pulse

is dtp ffi 0:441=�nL.

There are several different ways a laser can be

mode-locked.

In active mode-locking a physical device is placed

in the cavity, whichmodulates the amplitude (AM) or

frequencies (FM)of thecavitymodes.OnlyAMmode

locking will be addressed here, since it is the most

widely used technique.

An AM modulator in the laser resonator adjusts

its loss periodically. The resonator loss is very high

for some time, and light waves with certain phases

during this period are attenuated; no laser output

develops. The inverse is true for the subsequent

period of low resonator loss. The AM modulator

period equals the cavity round trip time, i.e.

TAM¼ 2L/c¼ tp. Because of this specific periodi-

city the AM modulator locks the modes to each

other. AM modulation can be achieved using a

Pockel cell or an AO modulator, similar to the

devices shown in Figure 3.12.

Passive mode-locking can be achieved, for exam-

ple, by using saturable-absorber modulators or a Kerr

lens mode-locking modulator. If placed in the reso-

nator, they cause less intense radiation to be damped

out, ultimately leaving only a single, intense pulse

oscillating back and forth. Here, only Kerr-lens mode

locking will be described.

Optical materials, like quartz or sapphire, exhibit

a non-linear, intensity-dependent refractive index,

nm ¼ n0 þ n2I, where n0 is the common refractive

index of the material, n2 is a positive expansion

coefficient, and I is the incident light intensity. If

the beam is of Gaussian transverse profile, as is the

case for a TEM00 beam, the material experiences a

larger refractive index in the centre of the beam

where the light intensity is strongest; in the wings

of the beam profile the refractive index is smaller.

As a result, the material acts just like a lens and the

beam will be focused (see Figure 3.14). If a suitably

sized aperture is placed behind the Kerr-material

device, no focusing effect will develop for low light
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intensity. If an aperture is placed in the beam path,

the unfocussed beam suffers huge diffraction

losses. For high light intensity, the beam will

become focused through the aperture and losses

are minimal. When the device is placed at the

correct location in the resonator, mode locking is

achieved. Kerr lensing is a very fast, nearly instan-

taneous, effect and very short pulses can be gener-

ated using ultra-broadband laser gain media.

Self-mode-locking is really a special case of pas-

sive mode-locking; but now the laser-active

medium itself has an intensity-dependent index of

refraction; this will be described in more detailed for

the Ti:sapphire laser in the section on tuneable lasers

(Chapter 4.4).

For further details on the principles of short and

ultra-short pulse generation, see, for example, the

monograph by Ruilleire (2004).

Figure 3.14 Principle of the Kerr-lens effect, depicted for low (left) and high (right) light intensity in a Gaussian-profile
laser beam
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4
Laser Systems

In this chapter we give a brief summary of the laser

systems most commonly encountered in laser

chemistry studies. Clearly, this summary cannot be

comprehensive: lasers different to those listed below

may even be encountered in selected case studies

described in later chapters.

4.1 Fixed-wavelength gas lasers:
helium–neon, rare-gas ion
and excimer lasers

When contemplating laser probing of chemical pro-

cesses, it is not immediately evidentwhy laserswhose

wavelength cannot be changed may be useful, know-

ing that the transitions between molecular energy

levels normally require finely adjusted laser wave-

lengths. To conduct a spectroscopy experiment, one

would have to rely on accidental coincidences

between the laser line and a molecular transition.

Indeed, such coincidences exist for quite a few mole-

cular systems, and thus fixed-wavelength lasers have

been exploited in specific favourable cases. However,

besides these special cases, fixed-wavelength lasers

are tremendously useful, not least because they serve

as pump light sources for tuneable laser systems. But

in addition, powerful, pulsed lasers are routinely used

in multiphoton excitation and ionization experiments

investigating chemical reaction processes, and as the

initiating tool in unimolecular fragmentation experi-

ments. A brief summary of the most frequently

encountered fixed-wavelength lasers is given below.

The helium–neon laser

The red (l ¼ 634:8 nm), highly collimated light beam

from the helium–neon (HeNe) gas laser is a familiar

sight in scientific and teaching laboratories. Because

of their relative small size and normally good TEM00

beam quality, HeNe lasers are commonly used as an

alignment tool.

The optical gain medium comprises a mixture of

helium and neon at low pressure in a capillary glass

tube, typically at a ratio of around 7:1 to 10:1, and

total pressure of 3–7 mbar. Electrodes sealed into the

tube allow for the passage of high-voltage DC to

excite the discharge. Most commonly, HeNe laser

tubes are 125–350 mm in overall length, and about

20–40 mm in diameter.

Like most practical lasers today, the HeNe laser

is a four-level laser. It exhibits a rather complex exci-

tation and de-excitation scheme, which incorporates

collisional energy transfer between the two rare gas

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



species in the laser medium (see the schematic level

scheme in Figure 4.1).

Energetic electrons elevate an He atom to the

excited metastable states, He*(21So) and He*(23So).

These metastable He* atom states serve as the pump-

ing reservoir (level 4), which in collisions exchange

their internal energy with an Ne atom, leaving unex-

cited He atoms and Ne in its excited state manifolds

Ne*(3s2) and Ne
*(2s2). This energy exchange occurs

with high probability because of the accidental near-

equality (resonance) of the excitation energies of the

two levels in He and Ne. The Ne*(3s2) and Ne*(2s2)

states are long-lived and constitute the upper laser

level 3 (consisting of five sublevels each). They

decay to the Ne*(2p4) manifold (the lower laser

level 2, consisting of 10 sublevels). The transition

with the highest probability is that with a wavelength

l ¼ 634:8 nm; although quite a few other transitions

experience laser action, they are rarely optimized in

commercial HeNe lasers. Subsequently, the Ne*(2p4)

levels are de-excited either directly to the ground state

by collisional quenching, or in a cascade process, first

undergoing a rapid photon transition to the Ne*(1s2),

followed by collisional quenching at the discharge

tube walls, ending up in the Ne ground state

(level 1).Becauseof theextreme speedof the combined

de-excitation processes, high inversion between the

3s2 and 2p4 state manifolds can easily be maintained.

The resonator mirrors (normally a plane–plane

resonator is used) are ‘integrated’ for the majority of

HeNe lasers, i.e. they are pre-aligned and thenwelded

to the ends of the gas discharge tube. Such lasers

generate optical output powers in the range 0.5–

5 mW. The schematic of a typical HeNe laser is

shown in Figure 4.2.

The HeNe gain curve is Doppler broadened, with a

line width of �1.5 GHz. For a typical laser, with

resonator length L ¼ 30 cm, the longitudinal modes

are separated by �500MHz. This means that typi-

cally two or three longitudinal modes are above

threshold. Because of thermal expansion of the laser

tube/resonator thesemodes drift with time, appearing

or disappearing at their individual gain thresholds,

which is reflected in a slow periodic intensity drift of

the laser output. Most HeNe lasers, which do not

contain a Brewster window or internal Brewster

plate (as is the case for lasers whose windows are

welded to thedischarge tube), are randomlypolarized.

However, it should be noted that adjacent modes tend

to be of alternating orthogonal (linear) polarization,

and thus one frequently observes a change of polar-

ization in the laser output, synchronouswith themode

and intensity drifts.

Rare-gas Ar/Kr ion lasers

Argon (Ar) and krypton (Kr) rare-gas ion lasers have

applications in many diverse fields, but in the context

of laser chemistry their main importance is the use as

an optical ‘pumping’ source for other lasers.

Figure 4.1 Schematic energy-level diagram for the HeNe
laser.Relevantopticalandcollisional energytransfer transi-
tions are indicated; the main laser transitions are between
levels of the 5s and 3pmanifolds

Figure 4.2 Layout of a typical HeNe laser (and other
gas laser) resonator. Normally, the laser tube is sealed by
Brewster-angle-oriented windows; in short-length HeNe
alignment lasers, the resonatormirrors aredirectly attached
to the laser tube
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The basic design of the Ar/Kr ion laser is concep-

tually similar to that of the HeNe (or other gas) lasers,

i.e. a plasma discharge tube contains the active med-

ium with Brewster windows and the resonator con-

stitutes a typical two-mirror configuration. However,

unlike HeNe lasers, the energy level transitions that

contribute to laser action come from ions of argon

or krypton, rather than neutral atoms. The argon or

krypton gas is held at a pressure of�1.5 mbar.

Because rare gas atoms have filled-shell electronic

configurations, high energies are required for ioniza-

tion. The plasma tube must have a cooling mechan-

ism; this is usually water, although air-cooled argon

ion lasers are sometimes used.Ahigh-voltagepulseof

a fewkilovolts triggers initial ionization of the neutral

rare gas atoms. Thereafter, a high direct current of up

to tens of amperes, at voltage values of a few hundred

volts, passing longitudinally through the tube, is used

to maintain the gas in its ionized state. Ground-state

and excited-state rare-gas ions are formed in the dis-

charge, by sequential collisions with many electrons

in the discharge (on average, only 2–4 eVof energy

can be transferred in a collision)). The excited states

that give rise to laser action are formed by further

multi-collisions of ground-state ions with discharge

electrons. A magnetic field is utilized to prevent the

argon ions and the electrons from colliding with the

walls of the plasma tube; this is onedifferent feature in

comparison with the HeNe laser, where collisions

with the wall are actually wanted for de-excitation

of Ne*(3s4) to the neutral ground state. Stimulated

emission can occur for both singly and doubly ionized

argon and krypton, although the discussion here will

be restricted toArþ andKrþ and their visible laser line

output (Ar2þandKr2þareutilized forUVlineoutput).

As in the case of the HeNe laser, the excited energy

levels 3 and2 involved in the laser process are actually

multi-configuration groups with numerous sublevels,

and numerous laser transition lines will be produced.

Thus, whereas HeNe lasers only comprise a single

output wavelength, argon and krypton ion lasers

in general operate simultaneously on a variety of

wavelengths, which compete with each other for

gain. A partial term scheme for the argon ion laser is

shown in Figure 4.3.

Typically, an argon ion laser is observed to emit up

to nine simultaneous lines in the range 454.6–

528.7 nm, with those at 488.0 nm and 514.5 nm the

strongest. The 11 lines observed for Krþ are in the

range 406.7–676.4 nm, with the strongest being the

transitions at 413.1 nm and 647.1 nm.

In order to select an individual laser line, an intra-

cavity tuning prism is used. One elegant way of

implementing a prism–mirror combination is to uti-

lize a so-called single-element Littrow prism. The

Littrow prism is shaped in such away that light enter-

ing its front surface at the Brewster angle (tomaintain

minimum reflection loss) is refracted such that the

selected wavelength is reflected back along the iden-

tical path from the prism’s HR-coated rear surface.

This wavelength selector is essentially loss free. The

configuration is shown schematically in Figure 4.4.

The gain curve for the ion laser transitions is wider

than that for the HeNe laser, namely�4.5 GHz com-

paredwith�1.5 GHz; also, because resonator lengths
are larger (of the order 100–250 cm), a much larger

number of longitudinal modes will oscillate.

The large number of simultaneous laser modes

(40–50 for the longest-resonator lasers) lends itself

to exploiting themfor thegenerationof short pulsesby

inserting a mode locker into the resonator. Indeed,

mode-locked Arþ lasers, with their picosecond-

durationoutputpulses,areusedtopumptuneablelasers

to generate wavelength variable ultra-short pulses.

Figure 4.3 Schematic energy level diagram for the Arþ

laser. Relevant optical transitions are indicated; the laser
transitions are from levels of the 4p manifold to the two
levels of the 4s configuration
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Excimer lasers

The word excimer is a combination of excited dimer,

used to highlight the association that excimer lasers are

based on mixtures of a rare gas, such as argon (Ar),

krypton (Kr) or xenon (Xe), and a halide-containing

molecule (usually the halide diatomicmolecule), most

commonly fluorine (F) or chlorine (Cl). It should be

noted that in fact the word excimer is a misnomer;

more correctly, it should be termed exciplex. The

interesting thing about this type of gas mixtures is

that molecular compounds such as argon fluoride

(ArF), krypton fluoride (KrF) or xenon chloride

(XeCl) donot exist naturally, at least not in their ground

state. These excimer molecules can only be generated

when the atoms that combine to form them are excited,

and the molecule only exists as long as it is excited

(note that the excited states are in fact charge-transfer

states).When themolecule decays, under emissionof a

photon, to the ground state (which is a repulsive poten-

tial energy curve) themolecule immediately flies apart

to form separate atoms again. The associated energy

levels are shown schematically in Figure 4.5.

The fact that the molecule only exhibits a ‘stable’

existence in its excited state benefits the laser

because the repulsive, dissociative ground state

does not allow population to accumulate: it is by

definition empty. This means that every excited

molecule contributes to the population inversion.

Furthermore, no absorption of generated laser light

by molecules in the ground state can occur, as is the

case for most other types of laser; there is only

spontaneous and stimulated emission. As a conse-

quence, excimer lasers exhibit very high laser gain;

but, because of the nature of the chemical produc-

tion process of the excited molecule, only pulse

operation is realized in commercial systems.

In the tube of the excimer laser, a rare gas and a

halide are mixed. In general, a transverse discharge is

used to excite this gasmixture, resulting in avariety of

excitation and associated chemical reaction pro-

cesses. The chain of different collisional processes

is still not completely understood, despite the success

of commercial excimer lasers. The main processes

occurring in anXeCl excimer laser are those summar-

ized in Table 4.1.

In particular, the art in excimer laser design is to

minimize non-radiative quenching processes of the

excited excimer, against which photoemission has to

competeandwhichdiminish theavailable inversion in

the upper laser level.

The laser discharge tube is normally closed by a

valve and has to be replenished periodically with a

fresh gas mixture because the laser gas degrades dur-

ing use (mainly reactions with surface materials

Table 4.1 Summary of relevant chemical process in an excimer laser, exemplified for XeCl. KE: kinetic energy. M: elastic-
collision atom without internal excitation energy

Process Chemical reaction path

Rare gas excitation Xeþ e�ðKEÞ ! Xe� þ e�

Rare gas ionisation Xeþ e�ðKEÞ ! Xeþ þ 2�e�
Electron attachment Clþ e� þM! Cl� þMðM ¼ He; NeÞ
Reactive excimer formation Xe� þ Cl2 ! XeCl� þ Cl

Recombinative excimer formation Xeþ þ Cl� þM! XeCl� þMðM ¼ He;NeÞ
Photon emission XeCl� ! Xeþ Clþ hn
Non-radiative quenching XeCl� þM! Xeþ ClþM

Figure 4.4 Implementation of wavelength selection in a
multi-line gas laser (e.g. Arþ laser) resonator, by insertion
of a low-loss Littrow-prism reflector
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within the tube); for this reason, operating costs of

excimer lasers can be high, depending on the actual

gas mixture. The laser tube, and its electrodes in

particular, must be designed to resist reaction and

corrosion by the halogens present in the laser gas.

Passive components typically are coated with Teflon,

and the electrodes are made of halogen-resistant

materials such as nickel. A typical excimer laser

system is shown schematically in Figure 4.6.

The pulse width of the majority of commercial

excimer lasers is in the range 3–30 ns duration,

with pulse repetition frequency (PRF) typically of

the order 10–100 Hz, although higher PRF systems

have been designed.

The spectral gain profile of an excimer laser, and

therefore its output wavelength, is dominated by the

Franck–Condon factors for the bound–free transition

from the lowest vibrational levels in the upper laser

level (see the section on oscillatory continuum emis-

sion in Chapter 18). Thus, the output laser bandwidth

is, in general, rather broad; and with a wavelength-

selective element, excimer lasers may be tuned in

wavelength over a limited range. The output wave-

lengths of excimer lasers are in the UV, in the range

�160–360 nm, with the most common lasers being

ArF at 193 nm, KrF at 248 nm and XeCl at 308 nm.

Common applications of excimer lasers are their

use as pump lasers for tuneable dye lasers, and as light

sources in photo-fragmentation experiments (see the

chapters in Part 4).

4.2 Fixed-wavelength soild-state
lasers: the Nd:YAG laser

For all their usefulness, gas lasers are very ineffi-

cient lasers, with normally much less than 0.1 per

cent conversion of electrical energy into laser

light. A very widely used solid-state laser material

is Nd:YAG (and various similar doping/host mate-

rial combinations). The abbreviation Nd:YAG

stands for neodymium atoms (Nd) being implanted

in an yttrium aluminium garnet crystal host

(Y3Al5O12). These implants, in the form of triply

ionized neodymium Nd3þ, form the actual active

laser medium.

Figure 4.5 Schematic energy level scheme for excimer
lasers; the excimer potentials and the laser transition are
shown on the left and the electron impact generation
processes for the excimer molecule are shown on the
right. R: rare gas atom; X: halide atom

Figure 4.6 Typical implementation of an excimer laser, with refill and pump ports. HR: high reflector for excimer laser
wavelength; OC: output coupler
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The Nd:YAG laser constitutes a four-level system.

The 4F5/2 energy levels of Nd3þ are populated by

pumping the ground-state ions 4I9/2 (with five sub-

states) with light of wavelength 800–820 nm (these

and further higher levels constituting summarily level

4). Pumping is realized by using Xe flash lamps (for

pulsed laser operation) or tungsten arc lamps (for CW

operation).Alternatively, the 800–820 nmabsorption

band,with amaximumat808 nm, exactlymatches the

laser wavelengths of powerful GaAlAs diode lasers.

Because of this match, they are increasingly used

instead of flash lamps, resulting in superior pump

efficiency and lower thermal load on the laser system.

The Nd3þ ions relax vibrationally (phonon coupling

to the host crystal) from the pumped energy levels to

the upper laser level, 4F3/2, which exhibits a sponta-

neous fluorescence lifetime t� 230 ms. A number of

radiative transitions to the sub-states of the lower-

lying energy levels 2 are possible, including those of

the levels 4I13/2 and
4I11/4. The main laser transition is

that corresponding to a transition wavelength of

l ¼ 1064:14 nm, between the levels 4F3/2 and
4I11/4.

The ions return to their ground state from the lower

laser level 2 through vibrational (phonon) relaxation.

The scheme is shown schematically in Figure 4.7.

As for any laser, but specifically those pumped by

light, efficient coupling of the pump radiation into the

laser active material (in the case of the Nd:YAG and

other solid state lasers this takes the form of a rod) is

required. If thepumpsource is aflash lampor tungsten

arc lamp, this may simply be placed next to the rod

(which is very inefficient), or the lamp may be placed

at the focal line of an elliptical mirror cavity, with the

laser rodat theother focus (in thisway,nearlyall of the

lamp emission is collected in the rod volume). If a

semiconductor diode laser pumps the Nd:YAG rod

(this type of laser implementation is commonly

termed a diode-pumped solid-state (DPSS) laser), an

array, or arrays, of diode lasers can pump the rod from

the side (as a flash lamp does), or a diode laser (often

fibre-coupled) can illuminate the solid-state laser rod

from the end. These pump solutions, togetherwith the

actual laser resonator, are summarized in Figure 4.8.

Nd:YAG lasers may be operated in either CW or

pulsed mode. The output powers for CWmode range

from a few milliwatts up to about 100 W. For pulsed

operation, the output energy depends on whether the

laser is free running (normal pulse mode) or Q-

switched. In the former case, a pulse lasting 100–

1000 ms may generate pulse energies in the range

0.1–100 J, corresponding to peak powers in the

range from tens or hundreds of kilowatts; in the latter

case, pulses of the order 10–20 ns generate 0.01–1 J

per pulse, with peak power levels of up to over

100MW.Evenhigher pulse energies and peak powers

are generated by laser systems based in research facil-

ities, e.g. theVULCAN laser systemat theRutherford

Laser Facility in the UK (larger 4.6 kJ in nanosecond

pulses, and over 100 TW peak power in sub-

picosecond pulses) or the lasers being commissioned

at theNational IgnitionFacility (NIF) at theLawrence

Livermore National Laboratory (21 kJ in nanosecond

pulses).

Note that the emission spectrum of flash and arc

lamps is not ideally matched to the absorption bands

of the Nd:YAG laser material. Hence, overall effi-

ciency is relatively low, converting about 0.1–1.0

per cent of electrical energy into laser light; however,

this is still significantly more than the efficiency

encountered for the rare-gas lasers discussed above.

Because diode lasers are themselves highly efficient

(see Section 4.5), and specific lasers operating at

�808 nm directly match the pump transition wave-

length of the active laser medium, the overall electri-

cal power to light conversion efficiency of DPSS

lasers can easily surpass 15 per cent.

Figure 4.7 Schematicenergy-level schemefortheNd:YAG
laser; themost intense absorptionbandand the laser transi-
tions are indicated
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The powerful Nd:YAG laser radiation at

l ¼ 1064 nm can easily be converted by frequency

multiplication techniques to give second-harmonic

generation (SHG), third-harmonic generation

(THG) and fourth-harmonic generation (FHG)

waves, or even higher harmonics, although conver-

sion efficiency generally decreases dramatically

with increasing multiplication factor. Note also

that, for CW lasers, the non-linear conversion to

the second-harmonic is normally done intra-cavity,

because of the much higher intensity of the internal

standing wave (conversion efficiency is approxi-

mately proportional to the square of the wave

intensity; see Section 4.7). The SHG waves at

532 nm and the THG waves at 355 nm are fre-

quently utilized in pumping tuneable laser systems

(dye and Ti:sapphire lasers), and the FHG wave at

266 nm is exploited in photolysis experiments.

Finally, it should be noted that, because of interac-

tion with the crystal host, the Nd3þ energy levels are

broadened and at room temperature one observes

a gain bandwidth of �0.5 nm (equivalent to about

150–200 GHz). Thus, in typical Nd:YAG lasers with

laser resonators of length L ¼ 0:5� 1:0m, up to a

few hundred modes oscillate simultaneously. This

means that, with inclusion of a mode locker, pulses

of very short duration can be generated, and that the

Nd:YAG laser clearly outperforms a mode-locked

Arþ laser.

4.3 Tuneable dye laser systems

Practical tuneable laser systems are, by and large,

based on three different gain media, namely dyes in

solution, doped solid-state crystals (mostly Ti:sap-

phire) and light-emitting semiconductor diode mate-

rials. Brief descriptions of their basic operation

principles and common designs are summarized in

Figure 4.8 Typical implementationsof anNd:YAG laser: (a)flash-lamppumpedor arc-lamppumpedconfiguration (for pulsed
or CW operation respectively), with ellipsoidal reflector; (b) transverse diode-bar pumped configuration; (c) longitudinal
diode-bar pumped configuration (pump light coupled via fibre bundle). On the right, optional set-up variations: (d) Q-switch
configuration; (e) intra-cavity frequencydoubling.HR: high reflector; T: transmitting at statedwavelength; OC: output coupler
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this section for dye lasers, in Section 4.4 for Ti:sap-

phire lasers and in Sections 4.5 and 4.6 for semicon-

ductor lasers.

Dye lasers are ‘the fulfilment of an experimenter’s

pipe dream that was as old as the laser itself: To have

a laser that is easily tuneable over a wide range

of frequencies or wavelengths’ (Schäfer, 1977). This

quotation still has a good degree of validity, although

other tuneable laser sources are now challenging the

dominance of tuneable dye lasers,which they enjoyed

for a number of decades.

As the name implies, the active medium of dye

lasers comprises organic dyes. The way the active

medium is presented to the laser is radically different

from other types of laser, in that the organic dye is

incorporated in a liquid solvent.Thedye solutionused

in dye lasers typically has a concentration in the range

10�2–10�4 mol l�1:
Dye lasers are very flexible in their operation. They

can be pumped by incoherent light from a flash lamp

(less common today) or by radiation from a laser

source. They can be run both pulsed and CW, and

they offer a very broad range of wavelengths, with

tuning over more than 100 nm for some specific dyes.

Laser output ofmanywatts in CWmode is achievable,

ormulti-joule pulsed operation can be realized, aswell

as ultra-narrow line widths, or ultra-short pulses. Dye

lasers are indeed one of the most flexible laser types,

being adaptable to the need of a specific scientific task.

Basically, a dye laser can be considered as a four-

level system. As shown schematically in the left

panel of Figure 4.9, excitation is from the lowest

vibrational state in the S0 singlet band of the elec-

tronic ground state configuration of the dye

(denoted as level 1) to any of the electronically

excited singlet configurations S1, S2, . . . (summa-

rily designated level 4), with the excitation S0! S1
being the strongest. After excitation, rapid relaxa-

tion to the lowest vibrational state in the S1 config-

uration ensues, which serves as the upper laser

level 3. The electronically excited singlet state S1
has a very short radiative lifetime, and associated

strong spontaneous emission to the vibrational

manifold of the ground electronic state S0 (desig-

nated summarily as level 2). The system returns to

the ground vibrational state of S0 (level 1) through

collision-induced relaxation.

Becauseof thedense andbroadened structure of the

energy levels in solution, one encounters absorption

and emission bands, rather than narrow lines as, for

Figure 4.9 Schematic energy-level diagram (left) for laser dyes, including the major absorption, emission and loss
mechanisms. As an example, the related spectral absorption and emission bands are shown for the laser dye rhodamine
6G (right); the wavelength positions of suitable pump lasers are indicated
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example, in atomic gas lasers. An example for the

observed spectral shapes is that of rhodamine 6G, a

typical laser dye, shown in the right of Figure 4.9. As

can be seen, the dye molecule may be pumped by a

number of the fixed-wavelength laser sources dis-

cussed in the previous section.

It should be noted that, as indicated in the figure, a

severe loss mechanism is encountered in most dye

molecules, namely triplet absorption. The lowest tri-

plet electronic configuration of a dye molecule, T0,

can easily be populated by collision-induced inter-

systemcrossing fromS1. The energy spacing between

T0andT1 is frequentlysuch that itsabsorptionbandT0

! T1 overlaps with the S1 ! S0 emission (see the

dashed-line triplet absorption spectruminFigure4.9);

the result is a severe reduction in laser gain because

T0 is metastable and, therefore, quickly accumulates

population, which is detrimental to laser action.

Conveniently, this population is removed from the

laser active medium by ‘draining’ it out of the laser

resonator. Hence, without exception, dye lasers are

built with dye circulators, to remove T0 population

(and other species hindering laser action) out of the

laser resonator.

Because of the high gain properties of laser dyes,

the design of the optical medium and the resonator

configuration around it is very different for pumping

by CW lasers (typically rare-gas ion and second-

harmonic Nd:YAG lasers) or Q-switched pulsed

laser sources (typically second and third harmonics

of Nd:YAG and excimer lasers).

Historically, pulsed dye lasers were the first to be

developed. The dye is circulated through a cuvette

of 1–4 cm in length, and pumping is transverse to

the dye laser beam axis. Because of the high gain,

and the short duration of the pump pulse, the trans-

mission of the output coupler is normally high. The

rear mirror is often formed by the tuning element

itself, which often is a grating in Littrow con-

figuration. Alternatively, a grating in grazing-

incidence configuration (for high-resolution dye

lasers) can be used; this, however, requires an

additional HR mirror to close the laser resonator.

For details of various dye laser configurations and

tuning implementations, e.g. see Duarte (2003).

The conceptual set-up for a dye laser resonator,

with the dye pumped transversely by a pulsed

laser source, is depicted in Figure 4.10.

In CW dye lasers, the dye flow into the active

medium is realized by a dye jet-nozzle, which pro-

vides an optically flat stream of dye across the laser’s

optical axis (oriented nearly at the Brewster angle to

minimize reflection losses). The pump radiation from

a CW laser is focused into the dye jet longitudinally,

i.e. at a low angle with respect to the optical axis. To

match the small pumped volume in the dye with the

mode volume of the laser resonator, normally a con-

focal resonator configuration is used (see Section 3.3

for design criteria). However, to allow for insertion of

a wavelength-selective device in the resonator, the

normally very short length of the mode-volume-

matched confocal resonator needs to be extended.

This is done by tilting one of the confocal mirrors

and then closing the resonator again by adding a third

planemirror (or very long focal length curvedmirror)

to the configuration, as is shown schematically in

Figure 4.11.

Figure 4.10 Pulseddye laser resonator set-up. (a)Config-
uration based on grazing incidence grating (Littman
configuration); tuning is achieved by angular movement of
the rear resonator mirror (around the ‘pivot point’ if mode-
hop-free operation is required). (b) Configuration of the
resonatorwiththegratinginLittroworientation(actssimul-
taneously as wavelength selector and rear resonator mirror,
withthefirstgratingorderreflectedbackintotheresonator).
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Other than in the pulsed dye laser configuration,

where the high pump energy from the pulsed pump

laser allows the high-loss gratingwavelength selector

to be tolerated, CW dye laser resonators are less

perceptible to losses. Hence, a low-loss wavelength

selector is required, which is normally provided in the

formof a so-calledbirefringentLyotfilter. In addition,

mode-selective etalons may be inserted into the reso-

nator to reduce its oscillation to a single longitudinal

mode.

Instead of this type of ‘linear’ resonator, the major-

ity ofmodern dye lasers are set up with unidirectional

‘ring’ cavities, as in theexample shown inFigure4.11.

Despite theirmuch greater complexity, because of the

many additional optical components required for its

implementation, they have distinct advantages (spe-

cifically related to reliable single-mode tuning).

It should be noted that CW dye lasers can also be

excited by radiation from a mode-locked pump laser.

Thus, a short-pulse tuneable laser output is generated

whose pulse length associated with the pump source

can be further reduced, when adding another pulse-

shaping element in the cavity, because of the dye laser

medium’s inherent large gain bandwidth.

Typical output characteristics for CW and pulsed

(nanosecond and femtosecond pulse duration) dye

lasers are summarized in Table 4.1.

4.4 Tuneable Ti:sapphire laser
systems

The Ti:sapphire laser was introduced commercially

only in 1988, but since then it has become one of the

most popular tuneable lasers, primarily because of its

relatively large wavelength range with a single laser

active material.

Ti:sapphire is a solid-state crystal with Ti3þ ions

embedded in the sapphire (Al2O3) hostmaterial repla-

cing an Al3þ ion. Titanium, which is responsible for

the laser transition in the material, is present in the

crystal at up to 0.1 per cent of the concentration by

weight, with the actual doping level depending on

whether the crystal is used underCWor pulsed excita-

tion conditions.

The energy level structure of the Ti3þ ion is unique

among transition-metal laser ions because it does not

possess d-state energy levels above the upper laser

level. This eliminates excited-state absorption of the

laser radiation, giving Ti:sapphire the observed wide

tuning range and great efficiency.

The Ti:sapphire laser is called a vibronic laser,

because of the close blending of the Ti electronic

and vibrational crystal–host coupling frequencies. A

very reducedenergy level diagram for the3d1Ti3þ ion

Figure 4.11 CW dye laser with ring-resonator configuration, exhibiting unidirectional beam circulation (using an
optical diode device). HRn: high-reflecting mirrors; OC: output coupler
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is provided on the left in Figure 4.12; this includes

those levels which in coupling with the sapphire host

give rise to the molecular potential-like electronic

states to the right in the figure, with the associated

vibrational modes. These are indicated by the shaded

regions in Figure 4.12, with the darkest shade being

associated with the lowest ro-vibrational levels. The

Ti:sapphire ground state is denoted 2T2 while the

relevant excited electronic state is denoted 2E.

The laser functions according to a four-level

scheme similar in nature to that of a (molecular) dye

laser.Excitation is from the lowest ro-vibronic level in

the electronic ground state 2T2 into the 2E excited-

state manifold. Fast relaxation to the lowest ro-

vibronic level in this state occurs, where population

inversion accumulates due to the long lifetime of

that level of �3.5 ms. After radiative transitions into
the high part of the ro-vibronic manifold of 2T2,

Table 4.1 Typical characteristics for CWand pulsed dye laser sources

Characteristic Units CWregime Pulse regime (ns) Pulse regime (fs)

Power W 1–3

Pulse duration s (1–20)� 10�9 (100–500)� 10�12

Repetition rate Hz 10–100 (80–100)� 106

Pulse energy J �10� 10�3 a �10� 10�9 a

Pump laser (vis) Arþ (488, 514 nm)

Nd:YAG (532 nm) Nd:YAG(532 nm) Arþ (488 nm)

Wavelength range nm 510–850 540–1000 550–850

Pump laser (UV) Arþ (330–365 nm) Nd:YAG(355 nm)XeCl (308 nm) –

Wavelength range nm 385–600 320–850 –

Linewidth s�1 <100�106 (SLM) (1–10)� 109 (1–50)� 1012

aValues for oscillator-only systems; higher values achievable using amplifier stages.

Figure 4.12 Schematic energy-level scheme for Ti:sapphire laser material, highlighting the splitting of the 3d
electronic state of the free Ti3þ ion in the sapphire crystal field and the full vibronic level structure for Ti3þ� � �
sapphire. The main pumping and laser transition wavelengths are indicated.
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collisional relaxation to the original lowest energy

level takes place.

Because of this the absorption and emission bands

for Ti:sapphire are rather broad, as shown in Figure

4.12; the laser tuning range that can be realized under

best circumstances is about 660–1180 nm, although

for commercial laser systems a slightly narrower

range is normally guaranteed. Regardless, this is the

broadest tuning range for any single solid-state, gas or

liquid laser medium.

Themaximumof theTi:sapphire absorption occurs

over the interval 480–540 nm. It is not surprising,

therefore, that most commercial Ti:sapphire lasers

are either pumped by the turquoise/green lines of

the Ar ion laser (l ¼ 488 nm=l ¼ 514 nm) or the

frequency-doubled (green) line of the Nd:YAG laser

(l ¼ 532 nm). Ti:sapphire lasers can operate both in

pulsed and in CWmodes, as is the case for dye lasers.

As before, let us first look at pulsed Ti:sapphire

lasers pumped by Q-switched Nd:YAG lasers.

The overall resonator components are very much the

same as for the tuneable dye laser. However, because

of the much longer lifetime of the upper laser level (a

few microseconds opposed to a few nanoseconds for

laser dyes), the pumping geometry is now longitudinal

rather than transverse. The pumping geometry is

sketched in Figure 4.13; exact longitudinal pumping

is easy to realize because of the refractive index for the

Ti:sapphire material being distinctly different for the

pump and laser wavelength; the pump laser radiation

enters the Brewster-cut crystal surface at a different

angle, i.e. from a direction off the optical axis.

All other resonator components are similar to

those of the pulsed dye laser configuration shown

in Figure 4.10.

The scheme for a typical CW Ti:sapphire laser is

shown in Figure 4.14a; the particular configuration is

that of a so-called folded resonator. Light from the

‘green’ pump laser enters the resonator through a

dichroic mirror that transmits the pump light but

which is highly reflective for all Ti:sapphire laser

wavelengths. The Al2O3 crystal is usually a few

centimetres long and is cut at the Brewster angle to

Figure 4.13 Longitudinal pumping geometry for pulsed
Ti:sapphire laser

Figure 4.14 Ti:sapphire laser set-up: (a) CW laser configuration with birefringent wavelength tuning element; (b) resonator
modification to realize femtosecond mode-locked pulse operation, exploiting the self-mode-locking Kerr-lens properties
of the Ti:sapphire laser crystal
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minimize losses; because of this the pump beam does

not enter the resonator along its optical axis, but

slightly off it (as shown conceptually in Figure

4.13). As for the CW dye laser, tuning is normally

achieved by inserting a birefringent filter, under

Brewster angle position, and which as usual tunes

wavelength by rotating it suitably.

As fordye lasers, it is alsopossible togenerateultra-

short pulses inaTi:sapphire laser.TheKerr-lenseffect

(see Figure 3.14 in Section 3.6) proved to be best

working method for mode locking a Ti:sapphire

laser. The great advantage of this technique is that it

does not require additional, complicated devices to

achieve mode locking, because the laser active med-

ium exhibits Kerr character: a CW Ti:sapphire laser

can ‘jump’ intomode-lockedmode by itself. The only

additional component in the cavity is an intra-cavity

adjustable diameter pinhole, located at the correct,

predetermined position in the resonator.

Themodified resonator configuration for themode-

locked Ti:sapphire laser is shown in Figure 4.14b;

note the inclusion of a pair of prisms in the cavity,

which provide compensation for temporal dispersion

in the resonator (the effect of propagation delays of

different spectral component in the laser, associated

with refractive index changes of the laser crystal,

which broadens ultra-short pulses). The shortest

pulses that can routinely be achieved using such a

resonator configuration are of the order 20–30 fs.

Assume for the sake of simplicity that the average

output of the mode-locked Ti:sapphire laser is 1 W

and that the resonator round-trip time is 10 ns, result-

ing in a pulse repetition frequency of 100 MHz.

Therefore, individual pulses would have energies

of 10 nJ. Some laser chemistry experiments, and

others, require pulses of higher energy, and amplifi-

cation from the level of nanojoules to the level of

microjoules, or even millijoules, may be necessary.

However, for femtosecond pulses the amplification

process is complicated by the associated extremely

high peak powers. A 20 fs pulse of 1 mJ energy,

focused to a spot-size of about 100 mm (the diameter

of the beamwaist in the Ti:sapphire laser), has a peak

fluence of 5� 1012 W cm�2. The damage threshold

of most optical materials, including Ti:sapphire,

is only a few gigawatts per �square centimetre, i.e.

a thousand times lower.

The problem is overcome by using a technique

called chirped pulse amplification (CPA). The initial

femtosecond pulse is stretched in time using temporal

dispersion to advantage. This is followed by amplifi-

cationofapulse, nowwithmuch longerpulseduration

(and accordingly lower peak fluence). Subsequently,

the pulse is recompressed to its original pulse duration

(see Figure 4.15).

4.5 Semiconductor diode lasers

Over thepast 5yearsor so, semiconductordiode lasers

have evolved to become the key components in nearly

Figure 4.15 Principle of chirped pulse amplification (CPA) of ultra-short femtosecond pulses. Pulse stretching is realized by
positivefrequencychirping(e.g.passagethroughanti-parallelgratingpair);pulsecompressionisrealizedbynegativefrequency
chirping (e.g. passage through a parallel grating pair)
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all photonics technology. From a technological point

of view, theyexhibit a number of features that set them

apart from most other types of laser. Namely, they

are compact (the typical size of a laser chip is

300� 200� 100 mm3, the active medium, a p–n

junction topump theactivemediumand the resonator;

even a wavelength-selective element can be inte-

grated); they operate with very little input energy

(only a few milliamps of injection current at 1–3 V

supply voltage are required for operation of small

diode lasers) and theyarehighly efficient in converting

electrical power into optical power (as high as 40 per

cent); and they exhibit a wide range of emission

wavelengths (depending on the band-gap energy of

the active-layer material from about 390 nm in the

near UVup to 30 mm in the IR, although a few gaps in

this overall range are still encountered).

The principle of semiconductor diode lasers (in its

most basic realization a simple p–n junction device) is

very different from that of all the other lasers. For all

laser types discussed thus far, the laser transition is

between electronic energy levels of individual atoms

or molecules. In contrast, in the laser active semicon-

ductormediumof adiode laser, the electron (andhole)

charge carriers are no longer associated with indivi-

dual atoms, but are moving freely in energy bands.

Laser action is based on ‘recombination radiation’

between excess electrons in the conduction band

and holes in the valence band (the two bands exhibit

a gap of energy Eg, with the unbiased junction differ-

ence potential being of the same order of magnitude).

The overall principle of a p–n junction laser diode is

shown schematically in Figure 4.16.

When a diode is forward biased withUbias > Eg=e,
holes from the p-region are injected into the n-region,

and electrons from the n-region are injected into the p-

region. If electrons and holes are present in the same

region, then theymay recombine radiatively, emitting

a photon in the process with energy of the order of the

band gap.

The wavelength l of the diode laser radiation

is basically determined by the relation l � hc=Eg,

Figure 4.16 Band structure model for semiconductor diode laser, with and without bias voltage. Lower part: relative
band population distributions and recombination transition. Eg is the band-gap energy; Ev and Ec are the valence- and
conduction-band energies; Efv and Efc are the Fermi energies for the valence and conduction bands
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whereh isPlanck’s constant, c is the light velocity, and

Eg is the band-gap energy of the active-region mate-

rial. The majority of semiconductor materials used in

the most common diode lasers are based on a combi-

nation of elements in the third group of the periodic

table (suchasAl,Ga, In) and thefifthgroup (suchasN,

P, As, Sb), and are hence referred to as the III–V

compounds. Examples include GaAs, AlGaAs,

InGaAs, InGaAsP, andmore recently InGaN; devices

based on these materials exhibit band gaps of about

Eg � 0:8–3:2eV, which corresponds to photons

of wavelength l � 400–1600 nm. Note that, com-

monly, modern laser diodes comprise a so-called het-

erojunction, i.e. the two segments are made from

different base compounds, say GaAs and AlGaAs.

For low injection currents, light is emitted in the

form of spontaneous emission. In order for laser

action to commence, a sufficiently high concentration

of carriers must be accumulated within the active

region to generate population inversion, the essential

ingredient for laser action. This is accomplished by

increasing the bias further, which results in a larger

current flowing through the device, and hence a larger

number of charge carriers injected into the junction

(see the right part of Figure 4.16).

While working in principle, a simple heterojunc-

tion is not very effective in accumulating charge car-

riers in thedepletion layer.Muchbetter confinement is

achieved by using a device that instead of two com-

prises three segments, thus adopting a double hetero-

junction (DH) structure. For this, a thin active layer,

typically about 0.1 mm thick, is sandwiched between

the original n- and p-type layers; these outer ‘clad-

ding’ layers are selected to havewider band gaps than

the ‘active’ sandwich layer. Therefore, electrons and

holes injected into said active layer through the het-

erojunctions are confined within the thin active layer

by the potential barriers at the hetero-boundaries.As a

consequence, the DH structure forms an efficient

optical waveguide as well, because of the refractive

index difference between the active and cladding

layers, akin to the principle of optical fibre guides

(see Chapter 12.1). Thus the DH structure facilitates

the stimulated radiation interaction between the opti-

cal field and the injected carriers.

The resonator of themost common diode lasers is a

Fabry-Perot (FP) resonator: the ends of the crystal are

cleaved to be flat and parallel with each other, and

these two flat surfaces form the resonator mirrors.

Althoughmirrors normally need to haveHRcoatings,

relatively high reflectivities are realized even without

any coatings for a semiconductor diode laser. This is a

consequence of the high refractive indexes of semi-

conductors. At normal incidence, the reflectivity of

the crystal facets is given by

R1 ¼ R2 ¼
n1 � n2

n1 þ n2

� �2

where n1 is the refractive index of the semiconductor

and n2 is the refractive index of the surrounding med-

ium, which is usually air (n2 ffi 1). For example, for

GaAs the refractive index is nGaAs � 3:6, which

means that the reflectivity of GaAs in air is

R � 0:34. Although this is not very high compared

with mirrors used in some gas lasers (R � 0:99), the
gain in diode lasers is large enough to compensate for

the huge loss through the mirrors.

Theconceptual realizationof adiode laser, together

with a device schematic and its control input para-

meters, is shown in Figure 4.17.

In a simple DH-diode laser device, as outlined

above, no mechanism to select a particular wave-

length is provided other than altering the length

of the resonator itself. In addition, semiconductor

diode laser materials exhibit optical gain over a fairly

Figure 4.17 Schematic of diode laser chip (enlarged
inset), mounted in a standard TO protective housing;
important elements are marked. The injection current J
is applied via connector pins; control of the temperature
T is realized by cooling or heating of the device can
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large wavelength range, and hence multiple longitu-

dinal modes normally surpass the laser threshold

and, thus, multiple wavelengths output is observed.

Figure 4.18 shows the variations in the laser spectrum

with output power for a typical index-guidedAlGaAs

laser.

At lowoutput intensity, the diode laser oscillates on

several longitudinal modes. The spacing �l of

the longitudinal-mode wavelengths ln is, as usual,

given by �l ¼ l2=2ZL, where Z is the wavelength-

dependent refractive index of the laser material.

Typically one finds �l � 0:3 nm at l ¼ 800 nm, for

L ¼ 0:3 mm.As the injection current is increased, the

laser output tends to concentrate in one single long-

itudinal mode, while the other modes are largely

suppressed because of gain competition. This is com-

mon among index-guided DH diode lasers. In con-

trast, so-called gain-guided lasers tend to maintain

multiple-longitudinal mode spectra at all output

intensities.

Figure 4.18 also reveals the laser wavelength shifts

toward longer wavelengths as the output power

increases, in line with the increased injection current.

The cause of this is the temperature rise in the active

region due to ohmic heating. In the right part of

the figure the wavelength shift due to a change

in chip temperature, at fixed injection current, is

shown. Each longitudinal mode shifts at a rate of

�lshift � 0:05–0:08 nm K�1 for the change in reso-

nator length with temperature. In addition, the laser

outputwavelength jumps toward longerwavelengths,

as the temperature increases, inmultiples of themode

spacing for the samewavelength range. This is caused

by the temperature dependence of the band-gap

energy,whichunfortunatelydoesnot change synchro-

nously with the temperature-induced change in reso-

nator length. Note that the total wavelength coverage

for an individual laser diode is about 3–5 nm; the

range is limited by the range of secure operating

temperatures of, in general, 5–45�C.
It should be noted that singlewavelength operation

is realized for some special devices, mostly in the

visible part of the spectrum; however, the laser wave-

length is unstable and changes in line with only small

fluctuations in injection current or chip temperature.

In order to improve on the spectral purity,

i.e. reliable single-mode operation of diode lasers,

their resonator design needs to be altered. Both

of the common solutions work on grating-induced

wavelength-selective feedback.

Special laser chip structures can be designed in

which a kind of diffraction grating is incorporated

into the laser structure itself. These lasers are called

distributed-feedback (DFB) lasers. DFB laser diodes

Figure 4.18 Typical output spectrum from an AlGaAs diode laser, as a function of injection current (left) and
temperature (right); multi-mode operation at low injection current and single-mode operation at high injection current
are indicated in the insets. Mode-hop locations are marked by the arrows
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incorporate a corrugated guiding layer, next to the

active layer, which acts as an optically selective feed-

back over the length of the resonator. Although this

solution is elegant and does not result in a significant

increase in laser chip size (device chips are still less

than a millimetre in length), a special, expensive

manufacturing process is required. Thus, DFB laser

diodes are only readily available for a few selected

wavelengths that are of great practical use (e.g. at

telecommunication wavelengths).

Much more general is the realization of single-

mode operation by setting up an external laser reso-

nator, with a diffraction grating as the wavelength-

selective element. The resonator set-up is very much

similar to the one shown in Figure 4.11 for the tune-

able dye laser, with the grating either in Littrow con-

figuration or at grazing-incidence (Littman set-up).

The use of such an external resonator has the added

advantage that the overall tuning range is greatly

increased (to �ltuning � 20–60 nm) in comparison

with a solitary laser diode (�ltuning � 3–5 nm).

4.6 Quantum cascade lasers

The quantum cascade laser (QCL) was invented and

demonstrated at Bell Laboratories in 1994; see Faist

et al. (1996). Basically, the QCL is a so-called uni-

polar solid-state laser: unlike conventional semicon-

ductor lasers, the optical transitions occur between

electronic sub-bands rather than between the conduc-

tion and valence bands. In this sense it constitutes a

new class of semiconductor lasers based on a funda-

mentally new principle. Since their first demonstra-

tion, QCLs have been gaining acceptance as the

mid-infrared source of choice. Their shift out of the

laboratory into real-world applications has been

accelerated by significant increases in performance.

Whereas continuously operating room-temperature

devices are normally limited to providing moderate

output power levels of a fewmilliwatts (normally still

sufficient for standard spectroscopic applications),

hundreds of milliwatts are achievable by thermoelec-

tric (TE)cooling, thusnot requiringcryogeniccooling

like lead-salt diode laser sources. In pulsed operation

(the most common mode in today’s commercial

devices), even at room temperature one can achieve

peak powers at the level of 1 Wor higher.

The general principle of operation of QCLs is

depicted in Figure 4.19. Conventional semiconductor

lasers (such as the diode lasers used CD-players

and telecommunication applications and the lead-

salt devices commonly used in the mid-IR) rely on

electron–hole recombination across the doped

Figure 4.19 Principle of multiple quantum-well structure of a quantum cascade laser (QCL). Top right: standard QCL device
(Alpes Lasers); bottom right: QCL integrated into common laser unit, including drive electronics and TE cooling (Cascade
Technologies)
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semiconductor band-gap to emit photons. As already

pointed out above, QC lasers operate on a fundamen-

tally different principle: electrons ‘cascade’ down a

series of quantum wells (grown from very thin layers

of semiconductormaterial).This cascading effect is the

one that results in the superior performance of QCLs

in the mid-IR. A single electron–hole recombination

in a standard diode laser can only generate a single

photon; in contrast, an individual electron in aQCLcan

cascade down the 20–100 quantumwells used in com-

mon structures, generating a photon at each step. Thus,

laser efficiency is increased dramatically.

QCLs are made up of a multiple-layer sandwich

structure of differently doped semiconductor mate-

rials. In this multiple quantum well structure the

conduction band is split into a small number of

discrete sub-bands. By careful selection of mate-

rial composition and thickness of each layer in the

device, and the applied external electric field, an

electric sub-band minimum in a given period of

the device can be aligned with a higher energy

sub-band minimum in the adjacent period. As

shown in Figure 4.19, an electron injected into

the gain region (region with the multiple quantum

well structure) will cascade down the period of the

structure. In each step, it undergoes the laser tran-

sition between sub-level 3 and sub-level 2 of the

quantum well. This is followed by a non-radiative

transition to the lowest sub-level 1. From here, the

electron tunnels to the uppermost sub-level 3 of

the next quantum well.

Note that the transition energies are defined not by

fixed material properties, but rather by design para-

meters (specifically the layer thickness of the indivi-

dual quantum wells): by simply changing the

thickness of the structure’s layers, the laser wave-

length changes as well. Commercial QCLs can be

designed for operation wavelengths anywhere in the

range3.4 to17 mmand individual devices are tuneable

over awavelength interval of typically 0.02–0.10 mm.

4.7 Non-linear crystals and
frequency-mixing processes

In addition to the various tuneable laser sources

described in the previous section, sources of tuneable

coherent radiation have been conceived, which rely

on the non-linear interaction of strong radiation fields

with the atoms or molecules in gaseous, liquid or

solid, crystalline materials. Common examples for

such non-linear interactions are second harmonic,

sum and difference frequency generation (SHG,

SFG and DFG, respectively), parametric processes

and stimulated Raman scattering. These have been

used successfully to cover spectral regimes not nor-

mally accessible to standard laser sources, specifi-

cally in the vacuumUV (VUV) or in the far-IR (FIR),

with intensities to be useful in practical applications.

Here, only a short summary of the basic principles

behind the non-linear effects is given, and some prac-

tical experimental realizations are discussed.

Frequency-mixing processes

All non-linear processes in crystalline materials rely

on the fact that the macroscopic polarization of the

medium, with non-linear susceptibility w, which is

subjected to a strong electromagnetic field E, can be

approximated as a power series expansion in terms of

that applied field. The basic formalism for this, asso-

ciated with the three-wave mixing processes of rele-

vance here (i.e. two incident waves generate a new

outgoing wave), is given in Box 4.1.

In essence, the polarization induced in the non-

linear material by two incident waves E1 and E2 acts

as a source of new waves at frequencies

o3 ¼ o1	 o2 ð4:1Þ

this relation may be interpreted as energy conserva-

tion for the three photons participating in the mixing

process.

The new wave propagates through the non-linear

medium with phase velocity

vph ¼
o
jkj ¼

c

nðoÞ ð4:2Þ

It is clear that, becauseof thevectorproperties ofk, the
microscopic contributions formdifferent spatial loca-

tions (x, y, z) in the non-linear medium only add up

to generate a macroscopic wave with useful intensity

if the vectors of the phase velocities of the incident
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Box 4.1

Theoretical aspects of frequency-mixing processes

A number of non-linear optical (NLO) phenom-

ena can be described as simple frequency-

mixing processes. In general, the dielectric

polarization P(t) at time t in a medium can be

expressed as a power series in the electrical field

strength of the light wave, i.e.

PðtÞ / wð1ÞEðtÞ|fflfflfflffl{zfflfflfflffl}
Pð1ÞðtÞ

þ wð2ÞE2ðtÞ|fflfflfflfflffl{zfflfflfflfflffl}
Pð2ÞðtÞ

þ wð3ÞE3ðtÞ|fflfflfflfflffl{zfflfflfflfflffl}
Pð3ÞðtÞ

þ . . .

ð4:B1Þ

The coefficients wðnÞ are the nth-order suscept-

ibilities of the medium (here, only terms up to

third order are included).

For any three-wave mixing process, i.e.

two incident waves generating a third out-

going wave, the second-order term is the

important one; it is only non-zero in media

that exhibit broken inversion symmetry

(e.g. in crystals with trigonal, tetragonal or

orthorhombic symmetry). Two incident

waves E1ðo1; tÞ and E2ðo2; tÞ can be repre-

sented as a superposition wave:

EðtÞ ¼ E1 expðio1tÞ þ E2 expðio2tÞ þ cc

where cc denotes the complex conjugate.

Inserting this global wave into Equation

(4.B1) one obtains for the second-order polar-

ization term

Pð2ÞðtÞ /
X

wð2Þn0E
n1
1 En2

2 exp½iðm1o1 þ m2o2Þt

ð4:B2Þ

where the summation is over (n0; n1; n2;m1;m2).

Thus, a medium that is exposed to the strong

radiation fields E1 and E2 will generate a new

field E3 with an angular frequency

o3 ¼ m1o1 þ m2o2 ð4:B3Þ

The four (nx;mx) combinations important to

the observable mixing processes correspond

to

(1, 2, 0, 2, 0) secondharmonic ofE1 o3 ¼ 2o1

(1, 0, 2, 0, 2) secondharmonic ofE2 o3 ¼ 2o2

(2, 1, 1, 1, 1) sum frequencyofE1 o3 ¼ o1þ o2

andE2

(2, 1, 1,1,�1) difference frequency o3 ¼ o1� o2

of E1 and E2

Thus far, for simplicity, that the light fields

exhibit vector and position properties has been

ignored. To be more correct, the electrical fields

of a travelling lightwave have to be described by

Eðr; tÞ ¼ E exp½iðot � k � rÞ

with k ¼ nðoÞo=cð� 2p=lÞ

where r is the position vector, k is the wave

vector, n(o) the index of refraction of the med-

ium at angular frequencyo, and c is the velocity
of light. With this vector-related presentation in

mind, the second-order polarization term

changes to

Pð2Þðr; tÞ / En1
1 En2

2 expfi½o3t

� ðm1k1 þ m2k2Þ � r
g
ð4:B4Þ

Thewave vector corresponding to thewavewith

frequency o3 is k3 ¼ nðo3Þo3=c. Note also

that the description of the susceptibilities wðnÞ

needs to be altered; they were scalar values in

Equation (4.B1), whereas in the vector repre-

sentation they are nth-order tensors, whose

components depend on the combination of

frequencies. Constructive interference, and

therefore a high-intensity o3 field, will occur

only if the so-called phase matching condition

is fulfilled, namely

k3 ¼ m1k1 þ m2k2 ð4:B5Þ
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and newly generated waves are matched. This so-

called phase-matching condition can be written as

(with slight modification to equation (4.B5) given in

Box 4.1)

k3ðo1 	 o2Þ ¼ k1ðo1Þ 	 k2ðo2Þ ð4:3Þ

Equation (4.3) may be interpreted asmomentum con-

servation for the three photons participating in the

mixing process. This phase-matching condition is

shown schematically in Figure 4.20. The figure

clearly demonstrates that, for large angles between

the three wave vectors, the overlap region for

(focused) beams becomes rather small and, conse-

quently, the mixing efficiency is low. The overlap is

maximized if one can realize collinear propagation

of all three waves. This means that k1 k k2 k k3, and
using Equations (4.1) and (4.2) one finds for the

refractive indices

n3o3 ¼ n1o1 	 n2o2 ) n3 ¼ n1 ¼ n2 ð4:4Þ

In dispersivemedia, as non-linear (NLO) crystals are,

the condition for collinear phase matching, Equation

(4.4), can only be fulfilled if the medium exhibits

birefringence (i.e. crystals that have different refrac-

tive indices, no and ne for the ordinary and extraordin-

ary waves respectively). Note that uniaxial crystals

with ne > no are designated positively birefringent,

and those with ne < no negatively birefringent. In

general, the ordinary index no does not depend

on thewave propagation direction, whereas the extra-

ordinary index ne depends on both the direction of

the field E and the propagation vector k. The phase

matching conditions can be illustrated by so-called

index ellipsoids, which are defined by the three prin-

cipal axesof the susceptibility tensorv.Anexampleof

the use of the index ellipsoid inwavemixing is shown

in Figure 4.21.

When the direction of propagation of the funda-

mental is chosen so that the indexesof refractionof the

fundamental and second harmonic are the same, at a

mutual angleywith theoptical axis of the crystal, both
waveswill remain inphasewhile propagating through

thecrystal.Thecrystalnowisphasematchedor ‘index

matched’.Evidently,when thewavelength (andhence

the frequency) of the incoming laserwave(s) changes,

the angle y needs to be adjusted suitably in a process

Figure 4.21 Theuseofphase-matchingellipsoids for SHG inNLOcrystals. Onthe right, the refractive index relationnoðlÞand
neðlÞ for a KDP crystal is shown, in dependence of the phase-matching angle y

Figure 4.20 Phase-matching for (a) angled and (b) col-
linear propagation of the waves involved in three-wave
mixing
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called angle tuning. Two variants of angle tuning are

used, depending on the polarization vectors of the

incoming (1 and 2) and outgoing waves (3) with

respect to the ordinary (o) and extraordinary

(e) refractive index directions; this is depicted sche-

matically in Figure 4.22. Type-I phase matching cor-

responds to the cases 1! e=2! e=3! o (for

positive birefringent uniaxial crystals) and 1! o=2
! o=3! e (for negative birefringent uniaxial crys-

tals), and type-II phase matching is characterized

by 1! o=2! e=3! o (for positive birefringent

uniaxial crystals) and 1! e=2! o=3! e (for

negative birefringent uniaxial crystals).

One undesirable effect of phase matching by angle

tuning is that the optical waves involved are not nor-

mally collinear with each other (the special case asso-

ciated with Equation (4.4) can only be realized for a

narrow range of wave frequencies). This is because

the Poynting vector of the extraordinary wave propa-

gating through a birefringent crystal is not parallel

with the propagation vector. As a consequence, one

encounters the phenomenon of beam walk-off, which

limits the nonlinear optical conversion efficiency.

Two specific methods of phase matching avoid this

problematic beam walk-off by forcing all waves to

propagate at angle y ¼ 90� with respect to the optical
axisof thecrystal.These twomethodsare temperature

tuning and quasi-phase matching.

Because the extraordinary index is, in general,

more temperature dependent than the ordinary

index, one can adjust the birefringence of the crystal

by varying the temperature, until phase matching

is obtained. However, as already stated above, the

y ¼ 90� condition can only be achieved for a rela-

tively narrow range of frequencies.

In quasi-phase matching, the waves involved in

the mixing process are not constantly locked in

phase with each other. Instead, the crystal axis is

‘flipped’ at regular intervals with period � (typi-

cally about 10–15 mm in length); such crystal

stacks are called periodically poled. This config-

uration results in the polarization response of the

crystal being shifted back in phase with the inci-

dent beam(s) by reversing the non-linear suscept-

ibility periodically.

Specific non-linear crystals and their
common uses

Awealth of different NLOmaterials have been tested,

andmany of these have been commercialized to serve

in a wide range of general or specific applications.

Here, only a small selection of commonly used crys-

tals is summarized,with theirmain characteristics and

general fields of application.

KDP/KD*P crystals. For decades, potassium

di-hydrogen phosphate (KDP) and potassium di-

deuterium phosphate (KD*P) have featured promi-

nently as commercial NLO materials. For example,

they are applied to doubling, tripling and quadrupling

of radiation from Nd:YAG laser and other laser

sources. In addition, because they also constitute

excellent electro-optic crystals (exhibiting large

electro-optic coefficients), they are also widely used

as electro-optical modulators in Q-switches and

Pockel cells. One problem of these crystals is their

hygroscopic nature; the crystals need to be kept

dry (normally in sealed, temperature-controlled

enclosures) to avoid moisture being absorbed at the

polished entrance and exit surfaces, destroying their

optical quality and thus greatly affecting the conver-

sion efficiency.

BBO crystal. The NLO crystal b-BaB2O4, or short

BBO, combines a number of unique features. These

include (i) wide transparency and phase matching

ranges (190–3,500 nm and 410–3,500 nm, respec-

tively); (ii) large non-linear coefficients (about 5–10

times larger than KDP); (iii) high damage threshold

(about 5GW �cm�2 for 10ns pulses atl ¼ 1;064 nm);

and (iv) excellent optical homogeneity. Therefore,

BBO provides an attractive, although expensive,

Figure 4.22 Principles of type-I and type-II angle tuning
for three-wavemixing in birefringent NLO crystals
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all-round solution for a wide range of NLO applica-

tions (see further below for some details).

LiNbO3 crystal. Lithiumniobate (LiNbO3) crystals

(particularly in periodically poled stack configura-

tion, or short PPLN) are widely used as frequency

doublers for wavelengths l > 1 mm (e.g. see Jundt

et al. (1991)), or in optical parametric oscillators

(OPOs) pumped at l ¼ 1064 nm, or at longer wave-

lengths (e.g. see Lin et al. (2004)).

AgGaS2/AgGaSe2 crystals. Silver gallium sulfide

(AgGaS2) and silver gallium selenite (AgGaSe2)

crystals have attracted much interest for IR applica-

tions, because they exhibit large NLO coefficients

and high transmission/phase matching in the IR

(0.50–13.2 mm/1.8–11.2 mm and 0.78–18.0 mm/

3.1–14.8 mm respectively). The phase matching

and transmission characteristics of AgGaS2 allow

three-wave interactions in the mid- and near-IR.

For example, AgGaS2 has been used as an efficient

NLO material to generate radiation in the range

�4–11 mm, particularly from OPO devices pumped

by Nd:YAG lasers (e.g. see Vodopyanov et al.

(1999)), or from difference-frequency mixing (e.g.

see Simon et al. (1993)); furthermore, AgGaSe2
has been demonstrated to be an efficient frequency-

doubling crystal for IR radiation, such as the 10.6 mm
output of CO2 lasers (with up to 20 per cent conver-

sion efficiency; e.g. see Eckardt et al. (1985)).

4.8 Three-wave mixing processes:
doubling, sum and difference
frequency

One of the most commonly used frequency-mixing

processes is frequency doubling (SHG). It is realized

by passing a single, high-intensity laser beam through

a suitable NLO crystal, which exhibits the properties

required for non-linear interaction under phase-

matching conditions, and is transparent for and resis-

tant against the high intensities of both initiating

and generated laser light waves. The most commonly

used crystals are the three materials mentioned

above, i.e. BBO, KDP and LiNbO3. For example,

the l1 ¼ 1064 nm output from Nd:YAG lasers is

converted to visible light, with wavelength

l2 ¼ 532 nm: two (incoming) photons of wavelength

l1 generate one (outgoing) photon of wavelength l2
(energy is conserved).

In SHG one encounters the case o1 ¼ o2 � o
together with o3 � 2o, which means that the phase-

matching condition given in Equation (4.3) becomes

k(2o)¼ 2k(o). Consequently, the phase velocities of
the two waves must be equal, i.e. vph(2o)¼ vph(o).
According to the earlier discussion on phase match-

ing, type-I phase-matching is most conveniently

achieved in uniaxial, negatively birefringent crystals

where no(o)¼ ne(2o,y); thus, if the incident wave

propagatesalong thedirectionofy through thecrystal,
a macroscopic wave at frequency 2o will develop.

Note that the polarization of the SHG wave will be

orthogonal to that of the fundamental wave. For

a more general discussion of the various phase-

matching cases, the reader is referred to relevant

textbooks, e.g. like the one by Demtröder (2002).

The practical implementation of frequency dou-

bling, or SHG, in an NLO crystal is shown schemati-

cally in Figure 4.23. The choice of NLO medium

depends on the wavelength of the fundamental wave

and its tuning range. The NLO crystal is cut in such a

way that, for the wavelength range of interest, chan-

ging the phase-matching angle as a function of fre-

quency of the fundamental wave maintains a

reasonable angle of incidence that is not excessively

far from normal incidence.

The intensity of the SHG wave I(2o) is propor-
tional to the square of the fundamental, pump wave

I(o)2; furthermore, the conversion efficiency is a

function of the length of the NLO crystal. High-

peak-power pulsed lasers are the most suitable

pump lasers for frequency doubling; collimated

laser beams are the easiest to align through the

NLO-crystal. Note that the length of the crystal

LNLO should be shorter than the coherence length

Lcoh (see Section 2.6)

LNLO < Lcoh ¼
p

2j�kj ¼
lo

4ðn2o � noÞ

Otherwise, the two fundamental and second-

harmonic waves come out of phase and destructive

interference diminishes the conversion efficiency.

Focusing the fundamental wave into theNLOcrys-

tal (see Figure 4.23b) increases the pump power den-

sity, and hence the SHG conversion efficiency.
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However, because of the beam divergence of the

focused beam, the coherence length is reduced

because the direction of thewave vector k(o) spreads
as well. Careful matching of the beam waist of the

focused beam and the NLO-crystal length minimizes

this effect.

For very low-power laser radiation, e.g. from

small diode lasers, SHG is still observed, but its

efficiency is extremely low. In order to improve

on the conversion requires placing the crystal into

a confocal enhancement resonator, as shown in

Figure 4.23c, where the NLO crystal is placed

into the beam waist at the centre of the resonator.

The mirrors are highly reflective for the fundamen-

tal wave, but they transmit the second-harmonic

wave as fully as possible. With careful design, the

fundamental wave can build up inside the resonator

more than 100-fold with respect to the incident

wave, and conversion for low- to medium-power

CW lasers in the rage of a few per cent up to more

than 50 per cent has been demonstrated (e.g. see

Jurdik et al. (2002)). It should be noted that, for

a number of fixed-wavelength lasers (such as

Nd:YAG lasers), frequency doubling is implemen-

ted in intra-cavity configurations, which exhibit the

benefit of automatic resonator-enhanced circulat-

ing power of the pump wave; conversion efficien-

cies of more than 50 per cent are routinely achieved

in commercial green CW Nd:YAG laser systems,

and values of close to 90 per cent are not uncom-

mon (e.g. see Schneider et al. (1996)).

Figure 4.23 shows two further optical elements that

are nearly always encountered in practical frequency-

doubling implementations. The first element is a

beam-walk compensator. When the doubling crystal

is tuned by angle adjustment, the beam laser beam(s)

becomes displaced after having passed through the

NLO crystal. This can be compensated for by adding

an optical material (but not a non-linear one) of the

same length and similar refractive index as the NLO

crystal; when this is turned synchronously in the

opposite direction to the NLO crystal, the beam is

Figure 4.23 Experimental realization of SHG (o3 ¼ 2o1) in NLO crystals. (a) Collimated input beam; (b) focused input
beam; (c) external cavity enhancement of input beam; M1, M2 are high reflectors for o1, but M2 is transmitting for o3. In
the centre part, beam walk-off compensation is indicated, by counter-angular (�y) movement of a glass block. On the
right,o and 2o wave separation by a blocking filter (top), a polarizing beam splitter (PBS, middle), or a prism (bottom) is
indicated
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offset back to its original axis of beam travel.

The second element is a harmonics separator, which

eliminates the fundamental wave (using a blocking

filter), or to separate the beam path directions for

the o and 2o waves (using a prism or a multi-prism

configuration).

Sum frequency mixing to generate tuneable short-

wavelength radiation (i.e. sum-frequency generation

(SFG)) is an elegantway to expand the tuning range of

NLO-convertedwaves.For example, the fundamental

wave of a Ti:sapphire laser can be tuned in the range

l � 700–950 nm, which by SHG covers the wave-

length interval l � 355–470 nm. Now mixing the

Ti:sapphire laser emission with the fundamental

(l¼ 1064 nm) or second-harmonic (l¼ 532 nm)

waves generates wavelengths in the range (l� 420–

500 nm) and (l � 305–340 nm) respectively. The

latter is a completely newwavelength range, whereas

the former is just a small extension to longer wave-

length. However, a bonus is a higher converted-wave

peak power, because the output peak power from

Nd:YAG lasers is normally significantly higher than

that from the Ti:sapphire laser (the intensity

Iðo1 þ o2Þ is proportional to Iðo1ÞIðo2Þ; thus, the
larger one of thewave intensities is, themore the sum-

frequency intensity is enhanced.

In the case of low-peak power tuneable lasers SFG

is sometimes the preferred way of wavelength con-

version, because high-power fixed wavelength lasers

can be exploited to enhance the power of short-

wavelength radiation substantially. For example,

Schnitzler et al. (2002) report the generation of

CW radiation at l3 � 313 nm by mixing the output

from a Ti:sapphire laser at l1 � 760 nm with the

l2 ¼ 532 nm output from an Nd:YAG laser in an

external enhancement resonator. With inputs of

Iðo1Þ ¼ 490mW and Iðo2Þ ¼ 425mW, UV power

levels of Iðo3 ¼ o1þ o2Þ ¼ 33mW could be

achieved, corresponding to a conversion efficiency

of ZSFG � 3:5� 10�4. Changing the inputs to

Iðo1Þ � 5mW and Iðo2Þ ¼ 1230mW yielded

Iðo3Þ � 2mW, now with a conversion efficiency of

ZSFG � 2� 10�3. When contemplating frequency

doubling of a low-power tuneable CW laser with out-

put power of the order IðoÞ � 5mW, only a few

microwatts of Ið2oÞ would be generated, with a con-
versionefficiencyofZSHG < 10�3.Clearly, thebenefit
of SFG can be appreciated. However, it should be

noted that the vastly increased efficiency of SFG

from enhancement cavities comes at the expense

of the complication that a doubly resonant cavity

is required, which simultaneously enhances both

incoming waves.

Finally, when tuneable radiation in the IR is

required, often the method of difference frequency

generation (DFG) has been the only way to generate

them. With reference to Figure 4.20, one of the inci-

dent waves is now represented by the energetic (long)

wave vector, and the generated frequencyo3 is asso-

ciatedwith theminus sign inEquations (4.1) and (4.3).

As mentioned further above, AgGaS2 crystals are

widely used in the generation of wavelengths in the

range l � 4:5– 10mm (e.g. see Simon et al. (1993)).

4.9 Optical parametric oscillation

Another example of a second-order non-linear pro-

cess is optical parametric down-conversion. In optical

parametric down-conversion, a photon from an input

pump (p) wave at frequencyo3 (op) is converted into

two output photons at lower frequencies os and oi.

These are termed the signal (s) and idler (i) frequen-

cies, with the convention os < oi. Within a photon

picture, theOPOcanbe thought of as a photon splitter.

However, it should be made clear that a photon is not

really cut into two; it is the non-linear action with the

incoming high-frequency wave with the NLO mate-

rial that gives rise to the generation of two new low-

frequency waves.

As with all other non-linear conversion processes,

these three frequencies must obey the energy conser-

vation relation, i.e.

op ¼ os þ oi

and fulfil the phase-matching condition, i.e.

kp ¼ ks þ ki

To form an OPO, resonance is provided by a set of

suitable resonator mirrors, providing resonance con-

ditions for either, or both, the signal and idler frequen-

cies (see Figure 4.24). Such resonators significantly

increase the conversion efficiency from the pump

wave into signal and idler waves.

74 CH4 LASER SYSTEMS



A device with feedback at only one of the signal or

idler frequencies is referred to as a singly resonant

OPO (SRO). Its oscillation frequency corresponds to

the cavity mode closest to optimum phase matching;

with careful configuration of the resonator, no addi-

tional frequency-selective element is required to

ensure single-mode output from the OPO. Note that

in a true, ideal SRO the required length stability �L

for the resonator length to maintain single-mode

operation is identical to that of a conventional laser, i.e.

�L <	ðlres=4Þ ð4:5Þ

The threshold for effective down-conversion to com-

mence in an SRO is comparatively high, and this is

often difficult to reachwhenpumpingwith aCWlaser

source. In order to increase the conversion efficiency,

the OPO cavity can be made resonant at both signal

and idler frequencies, forming a so-called doubly

resonant OPO (DRO). The main drawback of DRO

operation is that four conditions must be satisfied

simultaneously, namely (i) energy conservation, (ii)

phase matching, and (iii)/(iv) cavity resonance for

both signal and idler radiation fields, i.e. mðls=2Þ ¼
nðli=2Þ ¼ L.

In general, a DRO is overconstrained; this makes

smooth tuning of these devices difficult. Specifically,

to maintain a single output frequency, the length

stability of the resonator length normally has to be

of the lenght order of, or better than, 1 nm. In contrast,

for an SRO device, Equation (4.5) implies a required

length stability of only a few hundred nanometres.

The bandwidth of an OPO depends on the para-

meters of the resonator itself (specifically the mode

spacing �nmode ¼ c=2L for the signal and idler

standing waves), and on the line width, power and

wavelength of the pump laser. Typical values are

�nOPO � 3�150GHz.

Figure 4.24 Experimentalrealizationofopticalparametricwavegeneration.(a)SinglyresonantOPO;M1,M2arehighreflectors
forosoroi, butM1 is transmittingforop.Ontheright,waveseparation is implementedbyablockingfilter foropandapolarizing
beamsplitter(PBS)forosandoi. (b)Phase-matchingdiagramforwavelengthtuningofanOPObasedonaBBOcrystal,pumpedby
532/355 nm fromanNd:YAG laser system; the degeneracy points atop/2 are indicated
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There are several ways to narrow down the band-

width, themost popularmethod being the insertion of

anetalon intoanSROresonator, in the samemanner as

for mode selection in standard tuneable laser resona-

tors (see Section 4.3). Injection seeding is another

possibility to achieve reliable single-mode operation,

since only very small seed powers are required (often

less than 1 mW), and CW semiconductor lasers have

become a popular choice for this implementation.

Using this type of CW seeding, tuneable pulsed

OPO operation with line width below 0.5 GHz has

been demonstrated.

OPO devices have become a very popular choice

of tuneable source for coherent radiation because

the tuning range is, in general, extremely large. The

short-wavelength end is basically limited only by

the pump wavelength (e.g. the various harmonics of

Nd:YAG lasers at 1064, 532, 355 or 266 nm),

whereas the upper end of the range is, in principle,

limited by the IR transmission of the NLO crystal

and the phase-matching requirement (typical trans-

mission and phase-matching ranges are mentioned

in Section 4.7 in discussing individual NLO crystal

materials).
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PART 2

Spectroscopic Techniques
in Laser Chemistry



The spectroscopic signatures of species can be

used to determine both inter- and intra-molecular

interactions, structures, chemical dynamics and

reactivity, and also energy transfer pathways.

The laser with its monochromatic, coherent light

has become a tool of extraordinary sensitivity for

probing these phenomena, over widely varying

energy scales and temporal regimes. Without

doubt, the exploration and interpretation of dyna-

mical processes has extended the understanding of

photochemistry and chemical reactions of species,

ranging from the simplest diatomic molecules to

the most complex molecular structures of biologi-

cal relevance.

Therefore, it is not surprising that laser spectro-

scopy has become an indispensable tool in research

fields as far apart as studying the fundamental photo-

chemistry of anionic species on the femtosecond and

picosecond time-scales, or exploring the properties of

complex species and clusters important to the under-

standing of atmospheric processes influencing our

environment. Thus, when browsing the Web one

invariably encounters topical description of research

activities like:

� Photochemistry of gas-phase molecules, including

species of atmospheric importance; the molecular

photodissociation dynamics are traced by photo-

fragment ion (velocity map) imaging.

� Applications of cavity ring-down spectroscopy

(CRDS) for studies of atmospheric chemistry,

plasma diagnostics, etc.

� Laser probing of chemical reaction dynamics, par-

ticularly determining product quantum state popu-

lation distributions and angular scattering of

reaction products.

� Characterization of the intermolecular vibrations

of molecular clusters in their neutral excited and

cationic states, and the study of intra-cluster ion–

molecule reactions, using the techniques ofREMPI,

mass-analysed threshold ionization (MATI) and

zero kinetic energy (ZEKE) spectroscopy.

� Investigation of ultrafast dynamics and spectro-

scopy of anionic systems and biologically relevant

species using femtosecond laser sources.

� Study of atmospheric aerosols using single-particle

laser-mediated mass spectrometry, which allows

one both to determine the size and the chemical

composition of individual particles in the atmo-

sphere, in real time.

Clearly, this couldonlybea small, selective list.But

two ingredients are common to all activities listed: a

laser sourceanda spectroscopic technique.Therefore,

by and large, laser spectroscopy is a cornerstone of

many aspects in laser chemistry, and hence it is only

appropriate to introduce some of the most common

techniques. Of course, this cannot be done exhaus-

tively. For a deeper understanding andmore extensive

details of some specific techniques the reader is

referred to specialist books referenced in the Further

Reading list to this Part 2.
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5
General Concepts of Laser

Spectroscopy

Spectroscopy in general and laser spectroscopy in

particular may be defined as the measurement of the

outcomes of the interaction of photons, or a light

wave, with matter, which, in the context of the topics

in this textbook, means atoms and molecules predo-

minantly in the gas phase interacting with laser

radiation. Procedures to undertake such measure-

ments can be based on a range of detection methods,

including (i) photon detection methods, (ii) charged

particle detection methods and (iii) methods exploit-

ing changes of (macroscopic) physical properties of

themediumwithwhich theprobe lightwave interacts.

Photon detection methods are associated with

absorption, emission or scattering of electromagnetic

radiation by atoms and molecules (or atomic and

molecular ions).

Ion detectionmethods rely on the phenomenon that

the interaction of photons with a neutral particle

results in its ionization; either the negatively charged

electron or the positively charged atomic/molecular

ion can be detected.

A range of detection procedures exploit that the

absorption of radiative energy changes the physical

properties of the absorbingmedium; it is the change in

the property of themedium that ismeasured to deduce

the interaction process.

Most of the detection methods summarized here,

and described inmore detail in the following sections,

allow one to study the atoms ormolecules themselves

(e.g. determination of their energy level structure), or

to study physical or chemical processes (e.g. pertur-

bation of thermal equilibrium or the occurrence of a

chemical change). Either qualitative or quantitative

results, or both,may stand at the endof ameasurement

evaluation procedure.

It is worth noting that the above-mentioned

methods of detection are conducted in a directional

or a non-directional manner with respect to the

propagation of the incoming laser beam. Absorp-

tion measurements are carried out in the forward

direction of the laser beam (the loss of photons out

of the probing photon flux). In emission and scat-

tering measurements, the fact is exploited that these

photons are predominantly leaving the interaction

medium off-axis, into any direction of the full solid

angle �; in general, the detector is placed at right

angles to the propagation direction of the laser

beam, for physical reasons (unwanted scattering

is often minimal at right angles to the laser beam)

and for reasons of convenience (often the geometry

of the interaction volume dictates right-angle con-

figurations). The direction for the detection of

photoelectrons or photo-ions can be chosen, more

or less, at will, since the charged particles can be

directed conveniently to a charge-sensitive detector

by applying an external electric extraction field. No

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
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overall directional information is maintained in the

methods, which measure the bulk property changes

as subsequent to the photon–particle interaction.

The principal detection methods discussed in this

chapter are summarized in Figure 5.1.

5.1 Spectroscopy based on photon
detection

The interaction of radiation with matter can cause

redirection of the radiation and/or induce transitions

between the energy levels of the atoms or molecules.

A transition from a lower level to a higher level with

transfer of energy from the radiation field to the atom

or molecule is called absorption. A transition from a

higher level to a lower level is called emission

if energy is transferred to the radiation field or non-

radiative decay if no radiation is emitted. Redirection

of light due to its interaction with matter is called

scattering, and may or may not occur with transfer

of energy, i.e. the scattered radiation has a different or

the same wavelength.

The absorption of photons

When atoms or molecules absorb light, the incoming

photon excites the particle from its ground state to a

higher (quantized) energy level. In the absorption

process the photon energy is equal to the difference

between a lower and an upper energy level (see

Figure 5.2). The type of excitation depends on the

wavelength of the light: electrons are promoted to

higher orbitals (in atoms and molecules) by UV or

visible light, IR light excites vibrational levels in

molecules, and microwaves are normally required to

excite rotational levels in molecules.

An absorption spectrum is generated if the light

field has a distribution of energies, which simulta-

neously or sequentially are in resonance with a

range of excited levels, i.e. it is the absorption of

light as a function of wavelength. The spectrum of

an atom or molecule depends on its particular energy

level structure, and thus absorption spectra are useful

for identifying compounds by exploiting the relation-

ship between spectral lines and energy levels. By

properties 
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Figure 5.1 Principal detection methods for laser probing
of an ensemble of particles
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measuring the amplitude of a particular spectral line

of an absorbing species in a sample one can derive its

concentrationbyapplying theBeer–Lambert law (see

Chapter 6).

The emission of photons

Once atoms or molecules have been excited to high-

lying energy levels they can decay to lower levels by

emitting radiation (emissionor luminescence); for the

schematic of the process see Figure 5.2. For atoms

excited by a high-temperature energy source this light

emission is commonly called (atomic) optical emis-

sion; for atomsexcitedbyphotons it isnormallycalled

(atomic) fluorescence. Formolecules it is called fluor-

escence if the transition is between states of the same

total electron spin, and it is called phosphorescence if

the transition occurs between states of different total

electron spin.

The emission intensity of an emitting species is

linearly proportional to the analyte’s concentration,

at least for low concentrations; in thisway, quantifica-

tion of the emitting species can be realized, provided

a number of other parameters are known (see

Chapter 7).

The scattering of photons

When a beam of electromagnetic radiation passes

through matter, most of the radiation continues in its

original direction; however, a small fraction is scat-

tered in other directions.

The process inwhich light that is scattered in such a

way that its wavelength is the same as that of the

incoming light is called Rayleigh scattering. When

light is scattered in such a way that its wavelength is

different from the original light wave, due to the

interaction with vibrational and rotational levels in

molecules, the process is called Raman scattering.

Raman scattered light is shifted from the incident

light by as little as a fewwave numbers (for rotational

transitions) or by as much as 4000 cm�1 (e.g. for H2

and its vibrational levels) changes. The two processes

are shown schematically in the lower half of

Figure 5.2. For more details see Chapter 8.

5.2 Spectroscopy based on charged
particle detection

Since electrons, or ions, are easier to collect than light,

higher efficiency in the optimization of signal detec-

tion is often encountered.By avoiding the necessity of

detecting photons, resonance ionization spectroscopy

(RIS) circumvents one particularly niggling source

of background noise, namely scattered light. Thus,

chargedparticle detection can be said to have inherent

background-reducing features, in principle producing

very ‘clean’ spectra.

Despite these advantages, RIS is neither the

obvious nor the easiest choice for spectroscopic stu-

dies. Being a multi-step excitation process (at least

two steps are required), more than one laser is often

required. In addition, the last step into the ionization

continuum normally requires high laser powers. On

theother hand,modern laser sources haveafforded the

implementation of RIS rather efficiently, and it has

developed into an extremely useful and versatile tool.

Theprinciple is shownschematically inFigure5.3, for

the two possible cases: (i) that the two photons are
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Figure 5.3 Charged particle detection methods: single-
photonresonancesinphoton–particleinteractionprocesses
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equal, i.e. only one laser is required; (ii) that the two

photons are different, i.e. two laser sources are

required. The two schemes are often addressed as

(1þ 1) and (1þ 10) RIS respectively.

Quite often, monochromatic laser light is applied

under conditions of high photon flux, to excite the

species of interest efficiently. Under such circum-

stances, a process that utilizes n-photon resonance in

the first excitation step and requires additional m

photons for final ionization (most frequently m ¼ 1

is encountered) occurs with measurable probability

and is of analytical relevance. The technique is called

REMPI and uses, as noted, stepwise resonant excita-

tion of an atom or molecule via stable intermediate

energy levels. It is usually described as (nþ m)-

REMPI spectroscopy; the most frequently used

(2þ 1)-REMPI principle is depicted in Figure 5.4.

Because it is possible to detect single ions, RIS and

REMPIare potentially extremely sensitive and avalu-

able method to investigate many problems in trace

analysis and chemical reaction dynamics. For details

on ion detection, see Chapter 9.

5.3 Spectroscopy based on
measuring changes
of macroscopic physical
properties of the medium

When laser radiation is absorbed by a medium,

broadly speaking this constitutes a deposition of

energy and a perturbation of the thermal equilibrium.

In thecase that a sufficient numberof individual atoms

andmolecules participate in the photon–matter inter-

action, the medium undergoes macroscopic changes,

which may be global or localized. Such changes can

bemeasuredusingdetectors sensitive to them,andone

can deduce properties of the probed species from

correlating the system response to the laser wave-

length and photon flux density.

Photothermal spectroscopy

One popular technique for the detection of trace gases

in standard (room-temperature) gas samples is the

method of photothermal spectroscopy. Photothermal

spectroscopymay be classified as an indirect method,

since it does not measure the transmission of light

used to excite the sample directly, but rathermeasures

the effects that optical absorption has on the sample,

specifically thermal changes; e.g. see Harren et al.

(2000).

The basic processes responsible for photothermal

effects in a medium are summarized in Figure 5.5.

Optical radiation, usually from a laser, is absorbed in

the sample, which in turn results in an increase of

internal energy. This additional internal energy is

dispersed by hydrodynamic relaxation, which basi-

callymeans that a temperature change in the sample is

observed.

Three things have to be considered in order to arrive

at a quantitative description of the photothermal spec-

troscopy signal.

First, a description of the optical absorption and

excited-state relaxation processes is required. Opti-

cal excitation followed by excited-state relaxation

results in sample heating if the non-radiative trans-

fer mechanisms dominate over radiative decay back

to the ground state. The rates and amounts of

excited-state excitation and relaxation determine

the actual rate and magnitude of heat production.

The energy transfer steps that need be accounted

for are also shown in Figure 5.5. Note that energy

may also be transferred to the sample by optical

absorption and inelastic scattering processes, such

as Raman scattering; however, scattering is nor-

mally very inefficient and the amount of energy

deposited in a sample is usually too small to be

detectable.
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Figure 5.4 Charged particle detection methods: multi-
photon resonances in photon–particle interaction pro-
cesses, here exemplified for a (2þ 1)-REMPI process
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Second, hydrodynamic (macroscopic) relaxation

of the deposited energy and the related heat needs

to be considered. After optical heating, the sample

is not at thermal equilibrium with itself or with the

surrounding environment during a measurement.

Thus, heat generated by the optical excitation

and relaxation processes will result in thermal

gradients within the sample and with its surround-

ings; because of these thermal gradients, heat trans-

port ensues to move the sample toward thermal

equilibrium again. The hydrodynamic relaxation

addressed here basically generates changes in the

temperature, pressure, and density of the (gaseous)

sample.

Third, the processes responsible for signal gen-

eration need to be contemplated. In essence, photo-

thermal spectroscopy signals are based on changes

in sample temperature or related thermodynamic

properties of the sample, as just outlined. These

are usually monitored through density or refractive

index changes of the sample; the most sensitive

methods probe the spatial or temporal gradients

of these properties.

It should be noted that the laser excitation of a

sample with a given absorption coefficient will gen-

erate a temperaturechangedirectlyproportional to the

optical power (in the case of continuous excitation) or

energy (in the case of pulsed excitation). The subse-

quent photothermal spectroscopy signal is, in general,

proportional to the temperature change. This means

that the greater the power or energy of the excitation

source, the larger the resulting signal. It should be

noted that the temperature change is not only propor-

tional to the optical power or energy, but also is

inversely proportional to the volume over which the

light is absorbed, since heat capacity scales with the

amount of interacting sample particles.

The principle configurations of how to realize

a photothermal spectroscopy experiment are sum-

marized in Figure 5.6. In general, the analyte is

confined within a small, fixed-volume enclosure V;

the absorption of photon energy generates a (local)

thermal disturbance �T. For the signal generation

one exploits, for example, the particle density or

the refractive index gradient caused by this thermal

disturbance. As a result, a second probe laser beam

(at a wavelength not being absorbed by the sample)

experiences a sample volume whose properties vary
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Figure 5.6 Generic measurement set-ups for (a) photo-
thermal and (b) photoacoustic detection
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Figure 5.5 Processes involved in photothermal spectro-
scopy. Absorption of laser radiation is followed by non-
radiativeenergy transfer,whichaffects thesample tempera-
ture, pressure and particle density. The effects of these
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locally, and hence its passage through the medium

is affected (see Figure 5.6a). Most commonly, three

methods of photothermal spectroscopy exploiting

refractive index changes and gradients in the

medium are used.

In interferometry the refractive index change of the

medium is measured directly (for this the excitation

and probe beams are collinear); the sample is placed

within an interferometer cavity, and the changed

refractive index affects the interference fringes mea-

sured for the probe beam.

The excitation volume generated by a Gaussian

profile laser beam constitutes a thermal lens, and

hence a probe beam focuses or defocuses on pas-

sage through the thermal lens volume. Therefore, a

different spot size of the probe laser beam is

observed at the location of a photodetector; the

diameter change can be measured directly with a

position-sensitive detector.

Similar to the thermal lens effect is exploitation

of the fact that a narrow probe laser beam exhibits

deflection as a consequence of a refractive index

gradient; again, the amount of deflection can be mea-

sured using a position-sensitive photodetector.

Further details on photothermal spectroscopy

methods, particularly their applications in chemical

analysis, may be found, for example, in Bialkowski

(1996).

A particular variant of the photothermal response

of a medium to laser excitation is photoacoustic

spectroscopy. In this detection technique one

exploits the thermally induced pressure change. A

change in temperature�T translates into a pressure

change �p, according to the gas kinetic equation

�pV ¼ R�T , where R is the gas constant. It is the

pressure change that is then detected. For the

method to work efficiently, the excitation by laser

light should be periodic (the light intensity is modu-

lated). The principle of the technique is shown in

Figure 5.6b. The intensity-modulated laser beam

originates either from a continuous laser whose

beam is periodically interrupted by a chopper, or

from a pulsed laser source. For signal detection,

sensitive pressure transducers or microphones are

used, depending on the frequency range of the laser

beam modulation. It should be noted that the term

photoacoustic spectroscopy indicates that the mod-

ulation is in the range of acoustic frequencies, i.e.

about 20-20 000 Hz. An example for photoacoustic

detection of trace particles in a gas volume, namely

soot particles in diesel exhaust gases, is shown is

Figure 5.7.

Figure 5.7 Photoacoustic signal of a driving cycle during diesel engine testing, simulating in sequence a vehicle driving
through a city, on a highway and on a motorway. Data adapted from Haisch and Niessner; Spectroscopy Europe, 2002, 14/5:
10, with permission of John Wiley & Sons Ltd
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Optogalvanic spectroscopy

The interaction of resonant radiation with atoms or

moleculespresent in adischargecan inducevariations

in the electrical properties (impedance) of the dis-

charge. This effect, known as the optogalvanic (OG)

effect, has been shown to be a powerful and inexpen-

sive technique for the spectroscopic investigation of

atomic and molecular species.

In order to understand the OG effect, it is useful

to recall briefly the basics of low-pressure gaseous

discharges. When the DC potential V applied across

the two electrodes in series with a current-limiting

resistor RL surpasses the so-called breakdown vol-

tage, a self-sustained (luminous) discharge is pro-

duced, sustained by charge carriers (electrons and

ions). The nature of the buffer gas, its pressure, the

geometry of the cell, the separation of the electrodes,

their size and their material are parameters that

can change the appearance and the properties of the

discharge.

When laser radiation is tuned to a resonant transi-

tion of an atomic or molecular species present in the

discharge, thedischarge isperturbedby thedeposition

of energy, essentiallyvia (i) variations of electron–ion

pair production and (ii) variation of the electron and

gas temperatures. As a consequence, the electrical

properties of the discharge are changed. If one con-

siders the gas dischargevolume as being equivalent to

a variable resistor RD in series to the load resistor RL,

then any changes in RD imply a current change in

the circuit (associated with a change in voltage

drop across the resistors). Thus, the OG signal can

be measured using a sensitive current meter or

voltmeter; no photodetector is required. The principle

of OG signal generation and detection is shown in

Figure 5.8.

It should be noted that, in general, the changes

in discharge properties are extremely small, and

hence direct DC measurements, relative to the high

voltage driving the discharge, are normally very

difficult. If one exploits transient excitation bymodu-

lated or pulsed laser radiation, the relatedAC changes

in the discharge can be decoupled from the DC com-

ponent via a capacitor. A typical example for an OG

signal measured in this way, for excitation of a transi-

tion in an argon discharge, is shown in Figure 5.9.One

of themost common applications ofOG spectroscopy

is in the absolute wavelength calibration of laser

sources.

Finally, we would like to mention a derivative of

OG spectroscopy, which is conducted not in a dis-

charge cell but in a (hot) flame; the technique is often

referred to as laser-enhanced ionization (LEI). The

technique isused for sensitivedetectionof trace atoms

and molecules. The excitation of the species under

investigation populates high-lying energy levels; the

thermal heat of the hot flame is sufficient to ionize the

species out of their excited levels. Electrodes placed

around the flame detect the charge carriers generated

in this way. Further details on the principles and

applications of OG spectroscopy and LEI can be

found, for example, in Stewart et al. (1989).

Figure 5.9 Time evolution of an OG signal in a hollow-
cathode discharge lamp, associated with an atomic tran-
sition (Ar line at 811.369 nm), after excitation with a
10 ns pulse from a Ti:sapphire laser
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Figure 5.8 Generic measurement set-up for OG detection
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6
Absorption Spectroscopy

6.1 Principles of absorption
spectroscopy

Atoms and molecules can absorb light/photons over a

large range of wavelenths, ranging from the UV

(l � 400 nm, h� � 6:2 eV), through the visible

(l ¼ 400�700 nm, h� ffi 1:6�6:2 eV), to the IR

(l � 700 nm, h� � 1:6 eV). It should be noted that,

by and large, IR absorption is restricted to molecules,

which exhibit rotational and vibrational level energy

structures with a narrow level spacing for allowed

dipole transitions, of the order of fractions of an

electronvolt (<10�3� 10�1 eV). The energy level

spacing between the ground state and excite states in

atoms is usually of the order�1 eV.

The consequence of absorption is that for a beam

of light passing through an absorbing medium the

the radiation is attenuated (see also Section 5.1).

The general principle of light attenuation on pas-

sage through a (absorbing) medium is shown in

Figure 6.1. This attenuation can be described quan-

titatively by using the so-called Beer–Lambert law.

The Beer–Lambert law

The Beer–Lambert law (or Beer’s law) is the linear

relationship between absorbance A and number

densityN of an absorbing species. The Beer–Lambert

law is frequently written in the simple form

A ¼ �NL � aL ð6:1Þ

whereA (dimensionless) is the measured absorbance,

� (cm2) is a frequency-dependent (or wavelength-

dependent) absorption coefficient, L (cm) is the path

length, and N (cm�3) is the analyte particle density,

and a (cm�1) is the attenuation coefficient. Experi-

mental measurements are usually made in terms of

transmittance T, which is defined as

T ¼ IL=I0

where IL is the light intensity after it has passed

through a sample and I0 is the initial light intensity.

The relation between A and T is

A ¼ � ln T ¼ � lnðIL=I0Þ ð6:2Þ

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)

I0 I

Nbuffer

Ntrace

Figure 6.1 Principle of attenuation of a light beam when
passing through a medium containing absorbing particles



See Box 6.1 for a more rigorous derivation of Beer’s

law. In addition, Box 6.1 makes reference to themolar

absorption coefficient e, which is widely used in high-

density environments, such as liquids (the coefficient

is also known as the extinction coefficient). Its units

are ðconcentration� lengthÞ�1
, or more conveniently

it is expressed in litres per mole per centimetre. How-

ever, in the gas phase, with its low particle densities,

the cross-section notation is more convenient.

By measuring the amount of light that a sample

absorbs, and applying Beer’s law one can determine

the unknown concentration of an analyte atom or

molecule. The linearity of the Beer–Lambert law is

limited by a number of chemical and instrumental

factors. Causes of non-linearity include:

� deviations in absorption coefficient at high molar

concentrations (>0.01 M) due to interactions

between molecules in close proximity (aggregate

formation);

� scattering of light due to particulates in the sample;

� fluorescence or phosphorescence of the sample;

� stray light.

Box 6.1

Derivation of the Beer–Lambert law

The Beer–Lambert law can be derived from an

approximation for the absorption coefficient for

a molecule by approximating the molecule by an

opaque disk whose cross-sectional area � repre-

sents the effective area seen by a photon of

frequency �. If the frequency of the light is far

from resonance with an atomic or molecular

transition, then the area is approximately zero,

and the area is a maximum if � is close to reso-

nance. Note that the formulation terms of�(�) or

�(l) are equivalent; one only needs to convert

light frequencies into light wavelengths, exploit-

ing the relation �l ¼ c. Note also that in order to

obtain the total absorption cross-section S of a

line one needs to integrated over the full line

profile, which yields

S ¼
Z1
0

�ð�Þ d�

Assume that the photons travel in the z-direc-

tion. Taking an infinitesimal slab dz of sample,

one can derive the attenuation of light in this slab

using the sketch in Figure 6.B1.

I0 is the intensity entering the sample at

z ¼ 0; Iz is the intensity entering the infinitesimal

slab at z, dI is the intensity absorbed in the slab,

and I is the intensity of light leaving the sample

(of total length l). The total opaque areaQ on the

slab due to the absorbers is �NQ dz; conse-

quently, the fraction of photons absorbed is

�NQ dz/Q, and hence

dI

Iz
¼ ��N dz

Integrating this equation from z ¼ 0 to z ¼ L

yields

lnðILÞ � lnðI0Þ ¼ ��NL

or

� lnðIL=I0Þ ¼ �NL � A

Figure 6.B1 Attenuation of a laser light beam on passage
through an absorbing medium
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6.2 Observable transitions in
atoms and molecules

Different atoms and molecules absorb radiation of

different wavelengths. An absorption spectrum will

exhibit a number of ‘sharp’ lines (specifically for

atoms) or absorption bands corresponding to charac-

teristic structural groups within the molecule. For

example, the absorption that is observed in the UV

for the carbonyl group in acetone is of the same

wavelength as the absorption from the carbonyl

group in diethyl-ketene.

As mentioned further above, the absorption in the

UVand visible part of the spectrum is associated with

electronic transitions, whereas in the IR the transitions

between ro-vibrational levels are responsible for the

observed absorption.

Electronic transitions in molecules

The absorption of UV or visible radiation corres-

ponds to the excitation of outer electrons. There

are three types of electronic transition that can be

considered:

� transitions involving �, �, and n electrons;

� transitions involving charge-transfer electrons;

� transitions involvingd and f electrons (not discussed

here).

When an atom or molecule absorbs energy, electrons

are promoted from their ground state to an excited

state. In a molecule, the atoms can rotate and vibrate

with respect to each other. These vibrations and rota-

tions also have discrete energy levels, which can be

considered as being packed on top of each electronic

level (see Figure 2.4 in Chapter 2).

Absorbing molecular species containing
p, r, and n electrons

Absorption of UV and visible radiation in organic

molecules is restricted to certain functional groups

(chromophores) that contain valence electrons of low

excitation energy. The spectrum of a molecule con-

taining these chromophores is complex, due to the

superposition of rotational and vibrational transitions

on the electronic transitions. These result in a com-

bination of overlapping lines, which have the

or in exponential representation

IðLÞ ¼ I0 expð��NLÞ ð6:B1Þ

Occasionally, one also finds that the product of

the absorption coefficient and the particle num-

ber density is abbreviated as

a ðcm�1Þ ¼ �N

which is known as the attenuation coefficient.

Note that in analytical chemistry one customary

uses the molar absorptivity e(M
�1 cm�1) instead

of the absorption cross-section � (cm2). Also, the

absorbance A is often expressed in terms of

the decadic rather than the natural logarithm

(recall that ln x ¼ 2:303 log x). Exploiting the

well-known relation between number densities

and concentrations (moles/litre), and that a mole

incorporates 6:023� 1023 particles (also known

as the Avogadro number), one finds for the

relation between � and e

e ¼ 6:023� 1023=103

2:303
� ¼ 2:61� 1020�

Typical cross-sections and molar absorptivity

values are as follows:

� (cm2) eðM�1 cm�1)

Atoms 10�12 to 10�15 3� 108 to 3� 105

Molecules

electronic 10�14 to 10�17 3� 106 to 3� 103

transitions

vibrational 10�19 to 10�21 3� 100 to3� 10�2

transitions

Raman

scattering 	 10�29 	 3� 10�9

6.2 OBSERVABLE TRANSITIONS IN ATOMS AND MOLECULES 89



appearance of a ‘continuous’ absorption band. Possi-

ble electronic transitions of �, �, and n electrons are

summarized in Figure 6.2.

r ! r* transitions

An electron in a bonding �-orbital is excited to the

corresponding antibonding orbital. The energy

required is very large. For example, methane (which

has only C��H bonds and can only undergo �! �


transitions) exhibits a maximum of absorption near

l ffi 125 nm; these wavelengths are in the vacuum UV

(VUV); thus, absorption due to �! �
 transitions is

not observed in typical UV–visible absorption spectra

(l ffi 200�700 nm).

n ! r* transitions

So-called saturated compounds containing atoms

with lone pairs (non-bonding electrons) are capable

of n! �
 transitions. These transitions usually need

less energy than �! �
 transitions. They can be

initiated by light whose wavelength is in the range

l ffi 150�250 nm. However, the number of organic

functional groups with n! �
 peaks in the UV region

is small; thus, only few spectra of this type are seen.

n ! p* and p ! p* transitions

Most absorption spectroscopy of organic compounds

is based on transitions of n or � electrons to the �*

excited state. Their absorption peaks fall into the

experimentally convenient wavelength region l ffi

200�700 nm. Note that these transitions need an un-

saturated group in the molecule to provide the � elec-

trons. Molar absorbtivities associated with n! �


transitions are low, normally of the order of e ¼
10�100 mol�1 cm�1. For �! �
 transitions one

usually finds values of e ¼ 103�104 mol�1 cm�1.

Charge-transfer absorption

Many inorganic species show charge-transfer absorp-

tion and are called charge-transfer complexes. For a

complex to demonstrate charge-transfer behaviour

one of its components must have electron-donating

properties and another component must be able to

accept electrons. Absorption of radiation then

involves the transfer of an electron from the donor to

an orbital associated with the acceptor. The molar

absorbtivities from charge-transfer absorption are in

general large (e > 104 mol�1 cm�1).

For a detailed discussion of all electro-transfer

mechanisms in molecules you may consult standard

textbooks on molecular spectroscopy, such as Hollas

(2003).

Infrared absorption between vibrational
levels

IR spectroscopy is the measurement of the wave-

length and intensity of the absorption of fundamental

molecular vibrations, mostly in the mid-IR spectral

region (l ¼ 2:5�50 mm, or ~� ¼ 4000�200 cm�1) is

energetic enough to excite molecular vibrations to

higher energy levels. The wavelengths of IR absorp-

tion bands are characteristic of specific types of che-

mical bond, and thus IR spectroscopy finds its greatest

utility for identification of, for example, organic or

organometallic molecules.

In its general form, the transition moment for all

electric dipole transitions, including vibrational and

rotational transitions, was given in Equations (2.3)

and (2.4) in Chapter 2. The electric dipole moment

operator D
_

, which is responsible for vibrational tran-

sitions in the IR, is given by

D
_ ¼ D

_
0 þ ðr � reÞ

dD
_

dr
þ � � � higher terms

Figure 6.2 Electronic transitions in (polyatomic)
molecules
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D
_

0 is the permanent dipole moment, which is a

constant, and since hXijXji ffi 0, R simplifies to

R ¼ hXijðr � reÞ
dD
_

dr
jXji ð6:3Þ

This means that there must be a change in dipole

moment during the vibration for a molecule to absorb

IR radiation. For example, in CO2 no change in dipole

moment is encountered for its symmetric stretch

vibration, and thus the band at ~� ¼ 1340 cm�1 is not

observed in the IR absorption spectrum (the sym-

metric stretch is called IR inactive). However, the

dipole momentchangesduring theasymmetric stretch

vibration; consequently, the band at ~� ¼ 2350 cm�1

does absorb IR radiation (the asymmetric stretch is IR

active). This is shown schematically in Figure 6.3.

6.3 Practical implementation of
absorption spectroscopy

Basic absorption spectroscopy

In its simplest implementation absorption spectro-

scopy is realized as shown in the top half of Figure

6.4. A broadband ‘white-light’ source is used to

irradiate the sample cell, and the transmitted light

is dispersed by a spectrometer, which is scanning

the wavelength if a single-element photodetector

is utilized, or a specific spectral segment is selec-

ted if an array detector is attached. The recorded

signal from the detector constitutes the absorption

spectrum.

This simple principle has been maintained con-

ceptually in the set-up shown in the bottom part of

Figure 6.4. The difference is a further simplification of

the apparatus, which has been afforded by the advent

of tuneable laser sources, in particular tuneable semi-

conductor diode lasers. The laser now is light source

and wavelength-selective element in one, and thus

for the detection of an absorption spectrum the spec-

trometer can be omitted and only a single-element

photodetector suffices.

While the simplicity of the experimental realiza-

tion of absorption spectroscopy as shown in Figure 6.4

is rather persuasive, it has distinct disadvantages.

Life would be easy and straightforward were the

emission spectrum of the broadband light source or

the tuneable laser constant in their intensity or well

known. Neither is normally the case for a broadband

source. In addition, the spectral response of the spec-

trometer is not easy to determine precisely without

embarking into lengthy calibration procedures. For a

laser source the situation is slightly less problematic,

e.g. its intensity can be measured in principle using a

calibrated power meter. However, in the case of weak

absorption the sensitivity of such a power calibration

stretch                 asymmetric stretchsymmetric

= 1,340 cm-1 = 2,350 cm-1

O=C=O

O = C = O

O  =  C  =  O

O  =  C=O

O = C = O

O=C  =  O

ν

time equilibrium

position

ν

Figure 6.3 Examples of IR-active (asymmetric stretch)
and - inactive (symmetric stretch) vibrations in CO2
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Figure 6.4 Experimental realization of absorption spec-
troscopy, using a ‘white-light’ source and wavelength selec-
tionbyspectrometer(upperpart),oraset-upwithatuneable
laser source (lower part)
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might be insufficiently accurate to obtain quantitative

results. A solution for this dilemma is implemented in

the majority of ‘classical’ commercial absorption

spectrometers, which incorporate a second channel

of spectral recording, namely to carry out a measure-

ment with or without the absorbing species in the cell.

This can be done either in parallel or sequentially: the

former requires a second spectrometer and/or detector

and, thus, significantly adds to the complexity (and

cost) of the set-up; the latter requires a carefully

monitored measurement procedure in replacing the

two cells in the absorption pass, and it requires that

the light sources remain constant over the duration

of the measurement period. However, if a non-

absorber reference can be generated, then this can be

subtracted from the absorption channel signal and a

‘pure’, normalized absorption spectrum remains. An

example for a typical absorption spectrum over a

wide spectral range is shown in Figure 6.5.

Intensity-referenced absorption
spectroscopy

The sensitivity of the absorption measurement proce-

dure depicted in Figure 6.4 depends critically on the

light intensity stability of the laser source. Typical

tuneable laser sources with output intensity I0 exhibit

short-termfluctuation, oramplitudenoise,of the order

�I=I0 ffi 10�4. This means that species which generate

an absorbance of the order of or less than this fluctua-

tion cannot be detected.

A much more elegant approach to setting up an

absorption measurement, which simultaneously

improves on the detection sensitivity, is the solution

presented in Figure 6.6. Here, part of the incoming

laser beam is split off and directed into a second

photodetector. The signals from the photodetectors,
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which measure the laser beam passing through the cell

(absorption) and the reference beam (no absorption),

are combined in a ratiometric amplifier, also known as

a balanced detector system. The major advantage of

this arrangement is that the input intensity I0 is mea-

sured synchronously with the actual absorption sig-

nal. If the response time of the balanced detector

electronics is fast enough to track the short-time

intensity fluctuations of the laser, then these

fluctuations are largely eliminated in the ratio

(Uout ¼ US=UR) of the absorption signal (US / IL)

and reference (UR / I0).

If the amplitude of the amplifier output is normal-

ized to unity, then this signal represents the sample

absorption in per cent. If, furthermore, the amplifier

has a logarithmic response (so-called balanced

detectors are such devices), then the signal output is

ln(IL/I0), or log(IL/I0), and thus isdirectly proportional

to the absorbance A (see Equations (6.1) and (6.2)).

Thus, an unknown absorber particle density N can

easily be derived from the signal, provided the absorp-

tion cross-section � is known. Alternatively, one can

calculate the absorption cross-section if the absorber

particle density is predetermined.

An example of an absorption spectrum measured in

this way is shown in Figure 6.7; both absorption-only

and referenced signal traces are shown (note the slope

in amplitude for the former, due to the wavelength-

dependent variation in diode laser power).

The method just described is becoming increas-

ingly popular in the monitoring of environmental

trace gases, including chemical combustion products,

utilizing semiconductor diode lasers. Diode lasers are

small and relatively inexpensive, and thus mobile

systems for in-situ measurements can and have been

devised. The method is now commonly known as

tuneable diode laser absorption spectroscopy

(TDLAS). For a few examples of its application see

Chapter 28.

Frequency-modulated absorption
spectroscopy

As we just learned, referencing of the absorption

signal to the input laser radiation eliminates a sub-

stantial part of (time-varying) noise contributions

from the laser itself. What this approach may not be

able to do is to reduce fluctuations in the signal caused

by other external influences, e.g. vibrations of the

apparatus. Here, modulation techniques help which

allow one to use lock-in detection, which filter all

frequency components other than the modulation fre-

quency out of the signal. There are two methods of

modulating the incoming laser radiation, namely to

vary its amplitude, e.g. using a rotating chopper in the

laser beam path, or to alter its centre frequency peri-

odically. Here, only the latter method will be

described.

The centre laser frequency �L is modulated at the

modulation frequency �mod, which tunes the laser

frequency periodically away from the centre

� ¼ �L þ �� sinð2��modtÞ ¼ �L þ��

where �� is the frequency amplitude of the modula-

tion. When the laser is tuned across an absorption line,

the difference Ið�LÞ � Ið�L þ��Þ is detected by the

lock-in amplifier whose input filter is centre to the
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modulation frequency �mod. If the modulation ampli-

tude �� is sufficiently small, in particular with respect

to the width of the absorption peak itself, then the first

term in the Taylor series expansion of the absorption

intensity modulation

Ið�L þ��Þ � Ið�LÞ ¼
dI

d�
�� þ 1

2!

d2I

d�2
��2 þ . . .

is dominant. This term is proportional to the first

derivative of the absorption spectrum (see Figure

6.8). If the amplitude of the reference beam IR used

in a ratiometric set-up is independent of �, i.e. if the

reference beam does not experience any absorption,

then one finds for the absorption coefficient a(�) in a

cell of length L

dað�Þ
d�
ffi � 1

IRL

dISð�Þ
d�

When this derivative signal is processed by a lock-in

amplifier, its transmission function can be set to multi-

ples of the modulation frequency, i.e. n�mod, which

means nothingelse than higherorderderivativesof the

input signal (see Section 14.2 in Chapter 14). The

output signal functions S(n�mod), after passage

through the lock-in amplifier, are

Sð�modÞ ¼ ���L
da
d�

sinð2��modtÞ

first-derivative signal

Sð2�modÞ ¼ þ
��2L

4

d2a
d�2

sin½2�ð2�modÞt�

second-derivative signal

and so on. Examples for first- and second-derivative

signals of an absorption line, namely the same CO2

(3�1 þ �3, P12) absorption line discussed earlier, are

shown in Figure 6.9.

A few things are notable when inspecting the fun-

damental, and first- and second-derivative absorption

signals:

1. The apparent width of the line shape function

becomes narrower with increasing number of

derivative; this helps when one of the main goals

is to determine the line centre with high precision

nL(t)=n0+δν·sin(2πnmod·t)

α(ν,t)

n ≡ c/λ

a(n)

Laser tuning

Figure 6.8 Absorption spectroscopy using a frequency-
modulated narrow bandwidth laser
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(e.g. in the investigation of unknown spectral

transitions).

2. The background amplitude decreases from a

(likely) sloped function in an unbalanced signal

through a constant in the balanced signal to the

zero line for the first (and all higher) derivatives.

3. The noise component improves in the sequence

unbalanced, balanced first-derivative signals;

for the second-derivative signal apparently the

noise fluctuations increases again. However,

this feature is as expected since the lock-in

transmission for higher-order harmonics n�mod

diminishes.

Finally, it should be noted that ‘technical’ noise

(e.g. system vibrations, pressure fluctuations, etc.),

which normally constitute limitations in detection

sensitivity in any absorption experiment, decrease

with increasing frequency. Thus, any modulation

technique works best if the modulation frequency is

chosen as high as possible; typically, in modern

absorption experiments, modulation frequencies of a

few kilohertz are the norm.

6.4 Multipass absorption
techniques

It is clear from Equation (6.1) that the absorption

signal strength will be related to the path length of

the laser through the sample; thus, the sensitivity

should increase by increasing this path length. For

atmospheric measurements (the so-called open-path

environment) this can be achieved by simply increas-

ing the distance between the detector and the laser. For

any in situ or laboratory measurements, this requires

the folding of the laser path through the sample by

mirrors. Provided that reflection losses at cell win-

dows and mirrors are very small (dielectric antire-

flection and high-reflection coatings are required),

the effective path length can easily be increased 10-

fold to 100-fold. The disadvantage of multipass tech-

niques is that, in general, optical alignment is more

complex (specifically for invisible radiation in the

UVor IR).

Besides the issue of user-friendly alignment, the

major design requirements for any multipass cell can

be summarized as follows:

� Long total path length. This is paramount to give

high sensitivity.

� Compact design. The multipass cell is often the

largest component and can determine the overall

dimensions of the set-up for absorption spectro-

scopy.

� Low volume. This is clearly needed to give a fast

response time for flux measurements; but it is also

useful in lower bandwidth measurements, since it

allows sample and background spectra to be alter-

nated more rapidly.

Nowadays, three basic designs of multipass cells

are used in tuneable laser absorption instruments, i.e.

plane–plane mirror designs, White cell designs and

the Herriott cell designs.

Plane–plane mirror multipass cell

The principle is extremely simple, in that a collimated

laser beam is directed under an angle ain into a pair of

parallel, plane mirrors. According to the optical

reflection law from plane surfaces, the beam bounces

back and forth between the two mirrors MA and MB,

always maintaining the same angle. It finally emerges

under the same angle, but mirrored in direction from

the input beam (ain ¼ �aout), as shown in Figure 6.10.

The number of passes can be altered in two ways,

L

In·L

MAMB

aout =–a in

I0

a in

Figure 6.10 Principle of multi pass absorption cell, based
on plane–plane mirror configuration, MA and MB
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either by adjusting the angle of incidence ain or by

tilting mirror MB around an axis perpendicular to the

page. In the latter case the reflection angle alters with

progressive reflection, and ultimately the beam

emerges under an angle different from the absolute

value of jainj. However, in general, the adjustment of

mirror position is easier to realize than an adjustment

of the direction of the input beam while maintaining

its position of input. The total absorption pathL can be

expressed as ðnþ 1ÞS, where n is an integer equal to

the number of focal spots on the two mirrors and S

is the mirror separation. Typically, the number of

passes that are realized in a cell of this type is in the

range 10–50; by and large, this number depends on

the beam diameter, the size of the mirrors and the

angle of incidence.

White cell

As the name implies, this cell design was originally

realized by White (1942). Over the years, the original

design has been slightly modified, but the overall

principle remains unchanged. With respect to

Figure 6.10, the mirror arrangement now utilizes con-

cave rather than plane mirrors, of curvature Rc. They

are spaced at about their curvature so that the length of

the absorption cell is S ¼ Rc, representing a so-called

confocal resonator arrangement. In addition, mirror

MB is split into two segments, MB1 and MB2. In con-

trast to the plane–plane mirror arrangement, the laser

beam entering the cell is focused in the plane of mirror

MA. In the initial alignment, the entering beam is

refocused by mirror MB1 onto MA (because of the

mirror separation S ¼ Rc ¼ 2f one-to-one imaging

is realized), from where it is sent to mirror MB2,

which finally focuses the beam to the cell output –

overall, the beam is passing the cell four times. When

one of these mirror segments is rotated about an axis

perpendicular to the plane of the page, the number of

spots on the front mirror MA increases. The total

absorption path L can be expressed as 4nS, where n

is an integer equal to the number of focal spots

on mirror MB (4n is the number of passes through

the cell) andS is the mirror separation. Typically, up to

a maximum of 100–150 passes can be realized in a cell

of this type.

Herriott cell

The Herriott cell (Herriot et al., 1964) consists of two

spherical mirrors, also separated by nearly their radius

of curvature, i.e. in near-confocal resonator arrange-

ment. A collimated laser beam is injected through an

off-axis hole in one mirror and is reflected back and

forth a number of times before exiting from the same

hole. Unlike in the White cell, the beam remains

essentially collimated throughout its traversals of

the cell. In the cell’s original design the beam spots

trace out elliptical paths on the two mirrors; however,

this does not give optimum use of the mirror area.

Slightly astigmatic mirrors are used in more modern

arrangements; for these the beam traces out a Lissa-

jous figure, and the number of passes, now covering

most of the mirror area, increases dramatically (up to

300 passes can be realized in optimized commercial

devices, but maintaining a small gas volume). The

number of passes can be adjusted by slightly adjusting

the incident angle. Furthermore, a Herriott cell can

Table 6.1 Comparison of properties of single- and multi-pass absorption configurations

Single pass Multipass White cell Herriot cell

Alignment easy difficult relatively easy easy

Path length poor medium long very long

Number of passes 1 1–20 (max. 50) 100–150 up to 300

Path length adjustment very easy easy difficult relatively easy

Detection limits poor high very high very high

Mirror environment none external integral integral

Multispecies yes yes no yes

Cost very low low high high
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Figure 6.11 Typical laboratory set-up of an absorption spectrometer with multipass cell, balanced detector and wavelength
monitoring. HR: High reflector; FC: Fibre collimator

Figure 6.12 Multipass cell TDLAS spectrometer
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support several independent optical paths, each with a

separate entrance/exit hole in the input mirror. This

allows multispecies measurements with independent

optical channels.

The general properties and advantages and disad-

vantages of the different cell types are summarized in

Table 6.1.

A typical modern set-up for modulated absorption

spectroscopy, with a multipass cell, is shown schema-

tically in Figure 6.11; the equipment components

indicated in this figure can easily be recognized in

the photograph of a TDLAS system for the analysis of

flowing gases in Figure 6.12.

Cavity ring-down spectroscopy

All the absorption techniques discussed thus far typi-

cally involve the measurement of a very small change

in the total transmitted intensity of a light source

through an absorbing medium; this normally leads

to a high background condition that limits sensitivity.

State-of-the-art continuous wave (CW) absorption

techniques, such as frequency modulation and intra-

cavity methods (no further details provided here,

but see Demtröder (2002) for example), can meet

or exceed this sensitivity for static absorption

measurements. However, they are commonly difficult

to implement.

An elegant approach to addressing this problem is

the technique of CRDS or cavity ring-down (laser

absorption) spectroscopy. It was invented in its pre-

sent form for usewith pulsed tuneable lasers in the late

1980s (O‘Keefe and Deacon, 1988). Now it is being

widely used for measuring electronic and vibrational

absorption spectra of trace species in gas-phase

environments (e.g. see Wheeler et al. (1998)). The

technique is capable of making ultrasensitive direct

absorption measurements (1� 10�6 fractional

absorption) on time-scales as short as microseconds

(with easy-to-use, commonly available pulsed lasers),

is easy to implement and the measurement data are

easy to interpret, and it is quite generally applicable.

CRDS is based on measuring the intensity decay

rateofa light pulse trapped inanoptical cavity, formed

by two high-reflectivity mirrors (R � 0:999). The

principle of the method can be explained with refer-

ence toFigure6.13.A light pulse, physically shorter in

time than the cavity round-trip time, is directed onto

the input mirror of the cavity; most of the laser light is

reflected straight back off the mirror, but a small

percentage (<0.1 per cent) is transmitted. The small

amount of light transmitted into the cavity through the

high-reflectivity entrance mirror is trapped for some

period of time and is reflected back and forth between

the two mirrors. Over time, the intensity of the pulse

slowly decays, due to the finite losses (primarily the

minute mirror transmission).

A sensitive photodetector monitors this leakage of

light out of the cavity at each reflection. Because the

light intensity decreases by a constant percentage on

each round trip, the detector sees an exponential decay

of light, i.e. ringing down. A very fast detector will

respond to the individual events in the train of pulses,

within an exponential decay envelope. However, the

time response of associated detection electronics

usually means that the pulses are smoothed out into

a single exponential decay.

For an empty (evacuated) cavity the decay envelope

is exponential due to the constant fraction of the pulse

intensity lost for each pass through the cavity, and one

finds

dI

dt
¼ � 1� R

tr=2

� �
I � � 1

t0

I

where R is the reflectivity of the mirrors, tr ¼ 2L=c
is the optical round-trip time, and the parameter t0 is
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Figure 6.13 Schematic diagram for tuneable laser cavity
ring-down apparatus
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termed the ‘cavity ring-down time’. On integration

one obtains

IðtÞ ¼ expð�t=t0Þ ð6:4Þ

Technically, the mirrors are mounted so that their

positions can be minutely adjusted, and with careful

alignment the laser pulse may be trapped inside

the cavity, being reflected backwards and forwards.

For a good set of mirrors with R ¼ 0:999 the pulse

can be ‘stored’ for microseconds, resulting in thou-

sands of round-trips (giving effective kilometres-long

path lengths between the mirrors) before the pulse

intensity decays to 1/e of its initial value due to cavity

losses. Note that the technique was originally devel-

oped specifically for measuring very high mirror

reflectivities, and to date remains the most effective

way to do so.

If an absorbing sample is introduced into the cavity

such that the absorption follows Beer’s law (Equation

(6.2)) for a single pass of the laser pulse through the

medium, then this absorption (proportional to the

attenuation constant a) simply adds to the per-pass

cavity loss, resulting in a shorter ring-down time.

Equation (6.4) thus becomes

IðtÞ ¼ exp½�ðt�1
0 þ acÞt� ð6:5Þ

When there is no absorption inside the cavity

(a ¼ 0) the decay rate is simply 1/t0; when a sample

inside the cavity absorbs some of the light, the

decay rate is given by (1=t0 þ ac). Therefore, by

plotting the decay rate as a function of the laser

wavelength during a scan, an absorption spectrum is

built up, and because the difference between on- and

off-resonance features is simply ac, the recorded

spectrum is quantitative.

Note that the decay rate is independent of the initial

pulse intensity, permitting the use of typical pulsed

lasers possessing large pulse-to-pulse intensity varia-

tions.

To a certain degree Equation (6.5) is a different

formulation of Beer’s law, but in the time domain

rather than in space dimensions; this manifests itself

in the fact that the same attenuation constant a is used

in both descriptions.

Yu and Lin (1995) realized CRDS on the micro-

second signal-acquisition time-scale, and pioneered

time-resolved chemical kinetics measurements.

These studies, performed in flow tube reactors,

demonstrated that, as long as the reaction times

are slower than the cavity ring-down time, accurate

determination of first-order rate constants is

straightforward. Yu and Lin initially studied the

reactions of phenyl radicals with several molecules

by monitoring the absorption of reactants and/or

products in the visible for various delay times fol-

lowing a photolysis event that initiates the reactions

by creating the radicals. Since those first measure-

ments, this method has been applied to study a wide

range of reactions.

It is clear from this brief outline that CRDS has a

number of distinct advantages not only over the other

absorption measurement techniques, but also over

other laser spectroscopic techniques.

First, the sensitivity of CRDS stems in part from the

enormous number of passes each laser pulse makes

between the high-reflectivity mirrors, giving effective

path lengths of up to a few kilometres, far higher

than for conventional multipass arrangements. And

by measuring the ring-down decay rate rather than

absolute intensity of the laser pulse, pulse-to-pulse

variations in laser output are removed from the final

spectrum. These two aspects allow the detection of

absorptions smaller than	10�7 per pass.

Although other techniques such as LIF spectro-

scopy (see Chapter 7) may rival the sensitivity of

CRDS, the ability to record quantitative absorption

spectra makes the ring-down technique superior in

situations where the measurement of absolute values

is required, or where fluorescence yields are poor (e.g.

as in pre-dissociating systems).

Second, the apparatus required for CRDS is, in

general, relatively compact and inexpensive, consist-

ing of bench-top apparatus and a single laser system

(admittedly, various types of laser system can be very

expensive).
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7
Laser-induced Fluorescence

Spectroscopy

Laser-induced fluorescence (LIF) is (spontaneous)

emission from atoms or molecules that have been

excited by (laser) radiation. The phenomenon of

induced fluorescence was first seen and discussed

back in 1905 by R. W. Wood, many decades before

the invention of the laser. The process is illustrated

schematically in Figure 7.1.

If a particle resonantly absorbs a photon from the

laser beam, the particle is left in an excited energy

state. Such a state is unstable and will decay sponta-

neously, emitting a photon again. As has been dis-

cussed earlier, the excited state of finite lifetime emits

its photon on return to a lower energy level in random

directions. It is this fact that allows one to measure an

absorption signal directly, as outlined in Chapter 6.

Conveniently, the fluorescence is observed at 90� to
a collimated laser beam. In principle, a very small

focal volumeVcmay be defined in the imaging set-up,

resulting in spatial resolution of the laser–particle

interaction volume; note that spatial resolution

cannot normally be realized in an experiment, which

measures the absorption directly.

In a sense, themethod ofLIFmaybe seen as a fancy

wayofmeasuring the absorption of a species, butwith

a bonus. Absorption spectroscopy, which detects the

transmitted light, has (in many experimental imple-

mentations) a limited sensitivity. The problem is that

one has to detect a minute amount of missing light in

the transmitted beam, i.e. one encounters the problem

of the difference of large near-equal numbers. The use

of pulsed lasers aggravates the problem due to their

normally substantial pulse-to-pulse intensity fluctua-

tions,which limit the signal-to-noise ratio.Withfluor-

escence detection the signal can be detected above a

background, which is (at least in favourable cases)

nearly equal to zero, and detection at the single-

photon level is relatively easy to achieve.

As is obvious from the above picture, two radiative

transitions are involved in the LIF process. First,

absorption takes place, followed by a second

photon-emission step. Therefore, when planning a

LIF experiment one should always bear in mind that

LIF requires considerations associated with absorp-

tion spectroscopy. Any fancy detection equipment is

merely used to detect the consequences of the absorp-

tion, with the additional information on how much

was absorbed where.

One major caveat with fluorescence measure-

ments is that they are no longer associated with a

simple absolute measure of the absorbed amount of

radiation (and therewith particle concentration). Too

many difficult-to-determine or outright unknown

factors influence the observed signal. Amongst

these factors are spectroscopic quantities, such as

quenching, and experimental quantities, such as

observation angle and optics transmission, tomention

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
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just a few. Of course, one can describe the fluores-

cence spectral emission quantitatively provided one

knows or can estimate both spectroscopic and experi-

mental parameters that influence it (see Box 7.1).

Despite this analytical shortcoming, its extreme

sensitivity accounts for the popularity of LIF in

many fields, including the investigation of chemical

processes, and for many decades LIF has been one of

the dominant laser spectroscopic techniques in the

probing of unimolecular and bimolecular chemical

reactions.

7.1 Principles of laser-induced
fluorescence spectroscopy

In their simplest form, the processes involved in a LIF

experiment are summarized in Figure 7.2 for a simple

two-level model particle.

If the particle is resonantly stimulated by the laser

source, then a photon of energy h�12 will be absorbed,
lifting the particle to the excited state. As is well

known, both stimulated and spontaneous emissions

have to be considered in the temporal decay of the

excited level, where the relative ratio between the two

is determined by the laser intensity. It should be noted

that the stimulated emission process constitutes a loss

mechanism for LIF observation at right angles, as

shown in Figure 7.1, because those photons propagate

in the direction of the incoming laser beam. A further

loss to the signal tobeobserved is related tocollisional

quenching of the excited energy level, without the

emission of a photon. Although quenching may not

be a problem in high-vacuum conditions, where the

time between collisions is normally much longer

than the radiative lifetime, many experiments are

run under conditions in which collisional quenching

is important; this will be discussed further in some of

the examples given below.

It also should be noted that scattered light at the same

wavelength as the excitation light may obscure a fluor-

escence signal if the latter is also observed on the same

downwardtransitionwavelengthas theexcitation.How-

ever, with suitably fast detection electronics one can

distinguish between the two: scattering occurs instanta-

neously, whereas the duration of the fluorescence signal

depends on the lifetime of the upper energy level.

As the species looked at in chemical reactions are

mostly molecules, the two electronic levels depicted

in Figure 7.2 split into sub-levels, according to the

molecular vibrational and rotational energy quanta.

The vibrational levels are customarily numberedwith

the quantum number viði ¼ 0, 1, 2,...). The notation

for the rotational levels is more complex and depends

as well on the size of the molecule, but typically one

associates the rotation with the quantum number

Jiði ¼ 0, 1, 2,...). In order to distinguish between

states, double primes are used to mark the (lower)

ground-state levels and single-primed quantum num-

bers mark the excited (upper) state levels. The main

processes observed inmolecule–laser photon interac-

tions are shown in Figure 7.3.

The absorption starts at a distinct rotational and

vibrational level within the lower electronic (ground)

IL(ν)

Nbuffer

Ntrace

Fluorescence  IF(νF)

Scattered light  IR(ν)

photo
detector

lens

Figure 7.1 Principle of fluorescence emission, IFðvF),
from particles in a gas mixture, after absorption of tune-
able laser light ILðvÞ. Scattered light IRðvÞ at the same
frequency as the incoming laser light is also observed

N1·B12·I(ν) N2·Q

absorption stimulated
emission

E1

E2

N1(t)

N2(t)

hν = E2-E1

N = N1(t)+N2(t)

fluorescence quenching

N2·B2·I(ν) N2·A21

Figure 7.2 Radiative and non-radiative processes in a
two-level system
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Box 7.1

Quantification of laser-induced fluorescence signals

The fluorescence spectral radiant power �F(�)
that an optical system will collect from the laser

interaction volume to a detector is, to a good

approximation, given by

�Fð�Þ ¼ "h� A21

�c

4�

Z
Vc

n2Fð�Þ dVc

ð7:B1Þ

where " is the efficiency of the collection optics
(including losses due to internal absorption and

reflection at optical interfaces), h is Planck’s

constant, � is the optical frequency of the transi-
tion, A21 is the Einstein coefficient for sponta-

neous emission (which is the probability of

decay in any direction), �c/4� is the fractional

solid angle seen by the collection optics, n2 is the

population density of the excited state under

laser excitation, and F(�) is the normalized

line shape function, which describes the spectral

distribution of the emitted fluorescence. The

integral is over the focal volume Vc, defined

by the intersection of the laser beam and the

collection optics.

The total fluorescence radiant energy QF

arriving at the detector (with light frequency

dispersion capability, if required) will be

QF ¼
Z
�t

Z
�vdet

�Fð�Þ d� dt ð7:B2Þ

The integration isover the spectral interval response

interval of the detector and over a suitable time

interval, associated with the duration of the laser

excitation and the actual fluorescence lifetime.

Most likely n2 will be a function of time,

and thus combining Equations (7.B1) and

(7.B2) and taking into account this time

dependence yields

QF¼ "h� A21

�c

4�

Z
Vc

Z
�t

Z
�vdet

n2ðtÞFð�Þ d� dt dVc

¼ "h� A21

�c

4�

Z
Vc

Z
��det

Fð�Þ d� dVc

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
C

Z
�t

n2ðtÞ dt

¼ C

Z
�t

n2ðtÞ dt ð7:B3Þ

C is defined as a calibration ‘constant’ that

incorporates all geometrical (time-independent)

constants and variables; this constant can, in

general, be calculated to a reasonable precision,

although ancillary measurements may be

required to come to grips with the evaluation of

the effective interaction volume (e.g. particle

densities and the laser intensity are rarely uni-

form across the observation volume).

In Figure 7.3, the fluorescence process for

a multi-level molecule is illustrated. In the

scheme shown in Figure 7.3, the laser is tuned

to one absorption transition. Fluorescence decay

is then observed to all lower lying levels that can

be reached via allowed transitions. In addition,

collisions may populate levels adjacent to the

excited state; thus, fluorescence from those sec-

ondary excited states will be observed as well. If

the fluorescence is spectrally resolved, then each

individual transition can be observed, and the

result is called the fluorescence spectrum. If

several different transitions are excited in

sequence and the total fluorescence signal

observed in each case, then the result is called

the excitation spectrum. In any case, the total

fluorescence energy collected from each transi-

tion is always of the form given by Equation

(7.B2).
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state of the species under investigation and leads to a

distinct levelwithin anelectronically excited state.The

energy difference between the two levels is associated

with the energy of the incident photon. Emission from

the excited quantum state is possible to all lower lying

energy levels, to which transitions are allowed, gov-

erned by the quantum selection rules for electronic

dipole transitions (see Chapter 2). By and large one

findsamultitudeofemissionlines; their intensitiesmay

be measured globally (integration of the whole

light intensity) or individually. Both methods provide

useful information, as will be discussed in Section 7.2.

In addition to the non-radiative quenching men-

tioned further above, an addition collisional energy

transfer process can be observed, namely the transfer

from the laser-excited level to neighbouring quantum

levels within the excited-state manifold. Hence, under

the right conditions, one observes lines from levels that

were not directly populated by the laser excitation.

It is quite clear from the simplified schematic in

Figure 7.3, and the associated discussion, that the

selection of suitable excitation lines and the interpreta-

tion of LIF spectra can be an art. Figure 7.4 shows an

example for absorption (lower part) and emission

(upper part) spectra of the same molecular transition

band, namely the (X, 000) $ (A, 00) band systemof the

OH radical generated in the photolysis of water.

Clearly, the discrete energies, i.e. discrete wave-

lengths corresponding to a molecular excitation

and emission, coincide exactly with each other.

Additional lines are noticeable in the emission spec-

trum, indicating transitions between different state

manifolds as a consequence of collisional energy

transfer in the excited state.

Although the absorption spectrum exhibits a large

number of wavelengths at which the molecule could

be excited, one of the main issues in the design of an

LIF experiment is (to stress this again) the question of

which line is the most suitable: the strongest line may

not necessarily be the best. Of course, strong absorp-

tion isdesirable, since it leads toa strongfluorescence;

on the other hand, strong absorption may have to

be avoided in order for the laser beam to reach the

interaction region or the fluorescence leaving it. Both

are attenuated in the passage through a column of

absorbers; thus, a compromise has to be found

between strong initial absorption and efficient emis-

sion light collection. Of course, if the density of

particles in the system is very low, then this problem

diminishes; however, in many practical cases of che-

mical reaction probing it is an issue.

Detectability limits and dynamic range con-

straints are often set by the nature of the chemical

kinetics involved, and in which type of environment

the measurements are carried out. Clearly, many

(radical) species as the end result of a chemical

reaction may only have vanishingly small concen-

trations. For those studying the specific kinetics

of a reaction, these small concentrations are cer-

tainly of interest, since they provide insight into the

fluorescence

absorption
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Figure 7.4 Comparison of absorption and LIF spectra for
OH(X–A;�v ¼ 0);theOHradicalwasgeneratedbyphotolysis
of H2O

Figure 7.3 Radiative (absorption, stimulated emission,
fluorescence) and non-radiative (quenching, collisional energy
transfer, elastic scattering) processes in a molecular system
with electronic, vibrational and rotational energy levels
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global picture of branching into reaction channels.

However, from a practical point of view (e.g. in an

industrial production process) there is usually some

limit below which the concentration of a species is

insignificant with regard to the overall process. On

the other hand, if one includes the detection of

hazardous compounds in the environment as an

object of study by LIF, then the range of concentra-

tions over which measurement is desirable may be

indeed extremely small, down to concentrations of

parts per trillion (ppt).

7.2 Important parameters in
laser-induced fluorescence

Theoverallaimintheinvestigationofreactiondynamics

of chemical processes is to obtain a detailed picture of

the path (or paths) that links reactants to products in a

chemical reaction, as will be discussed in great detail in

Parts 4 and 5. The ‘dynamics’ of a reaction can be

characterized by measurements of some or all of the

following important aspects (not a complete list):

� Reagent properties. In which way is the reaction

influenced by properties such as reagent quantum

state, velocity or light polarization (which induces

spatial orientation of the particle in resonance with

the radiation)?

� Product quantum state.Does one observe recogniz-

able deviations from a thermal level population

distribution (both vibration and rotation)?

� Product velocity distribution. Is the collision energy
channelled into product translation and/or internal

excitation?

� Product angular distribution. Are the observed pro-

ducts ‘scattered’ forwards,backwardsor isotropically?

� Product lifetimes. Does the reaction proceed

through a complex intermediate, and/or is the pro-

duct affected by predissociation?

These questions may be addressed if reactions are

studied with product state resolution, under single

collision conditions (i.e. products are detected

before they can undergo secondary collisions, so

that their motion is characteristic of the forces

experienced during the reaction). Then one can

often work backwards from the measured product

parameters to infer the processes that must have

occurred during the reactive collision. Thus, one

gains insight into the forces and energetics govern-

ing the reaction, associated with the particular

potential energy surfaces (PESs) for the reaction.

Some of these parameters and their measurement,

and what can be learned from the data, are described

in more detail below.

Product quantum state information
derived from laser-induced
fluorescence measurements

The LIF signal can be used in a number of ways.Most

simply, it provides a measure of the population of the

excited state (or states) through Equation (7.B3)

deduced in Box 7.1. In addition, if a relationship can

be foundbetween the number densities of all quantum

states involved in the excitation–emission sequence,

then the total number density of the species can be

deduced. However, a further wealth of information

can be extracted from the LIF signals. As pointed out

above, there are twobasic approaches to the recording

of LIF spectra. In the first, one excites the species

under investigation in a single quantum transition

and records the emission utilizing a wavelength-

selective detection system, commonly known as the

fluorescence spectrum. In the second, one tunes the

exciting laser across all transitions accessible within

its spectral range and records the fluorescence glob-

ally (integrated over all emission wavelengths); the

result is known as the excitation spectrum.

Anexample for afluorescence spectrumis shown in

Figure 7.5 for the molecule CH2O; note the strong

signal at the wavelength of the laser excitation line,

which amplifies the argument that, in order to elim-

inate the contribution of scattered light to the LIF

spectrum, observation conveniently should be

done at a wavelength different from the excitation.

Fortunately, because of the vibrational–rotational

energy-level manifolds encountered in molecules,

this can mostly be realized.
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The spectrum in Figure 7.5 reveals a sequence

of (vibrational) bands, with resolution of rotational

transitions in favourable cases. The energy-level struc-

ture can be deduced from the positions of the emission

lines in the spectrum. In tuning the excitation laser

sequentially toa numberofdifferent excited states, one

can build up the complete vibrational–rotational

energy-level manifold of the ground state.

In addition to the energy-level structure deduced

from the fluorescence line positions, one can

also derive information related to transition probabil-

ities. In particular, one exploits that the overall

transition probability expression for molecular

transitions can be factorized into electronic, vibra-

tional and rotational contributions (see Equation

(2.4) in Section 2.2).

By scanning the probe laser over one or more rota-

tional branches of the product, the relative intensities

of the lines in this excitation spectrummay be used to

determine product rotational (and/or vibrational)

state distributions. In order to arrive at fully quantita-

tive answers, corrections have to be made for relative

transition probabilities, fluorescence lifetimes of the

excited state, and any wavelength-dependent detec-

tion functions (such as the detection system spectral

response). But once this has been done, one can

deduce the ground state distribution function(s) by

examining the so-called excitation spectrum of a

molecular species. For thermal equilibrium condi-

tions, the level population Ni can be described using

a Boltzmann distribution function with temperature

as the most important parameter; in its most general

form this is

Niðv; JÞ ¼ ðN0=ZÞgi expð�Ei=kTÞ ð7:1Þ

where � and J are respectively the vibrational and

rotational quantum level numbers; N0 is the total

number of particles in the ensemble; Z is a normal-

ization factor, the so-called partition function, which

guarantees that �Niðv; JÞ ¼ N0; gi is the statistical

weight factor, which depends on rotational and vibra-

tional state properties; Ei is the total quantum energy

of aparticular level;k is theBoltzmannconstant; andT

is the temperature.

The overall population distribution function can be

factorized into their rotational and vibrational contri-

butions according to

NðJÞ ¼ ð2J þ 1Þ expð�Erot=kTrotÞ and

NðvÞ ¼ gv expð�Evib=kTvibÞ
ð7:2Þ

These functions exhibit the well-known appearance

of a bell-type function, tailing off towards higher

rotational quantum numbers for rotation and an

exponential decrease with increasing vibrational

quantum number.
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Figure 7.5 Dispersed fluorescence spectrum of formal-
dehyde (CH2O) following laser excitation of its X� A
401K(2) R(6) transition. Information on the energy-level
structure and transition probabilities can be extracted
from the line positions and the line intensities. Experi-
mental data adapted from Klein-Duwel et al; Appl. Opt.,
2000, 39: 3712, with permission of the Optical Society of
America
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An example for the principle of extracting a dis-

tribution function from an LIF spectrum is shown in

Figure 7.6.

It should be noted that the observed distribution

functions might not be thermal. In fact, for a large

number of product state distributions from uni- and

bi-molecular reactions, one observes significant

deviations form the Boltzmann functions, which

reflect particular state-to-state chemical reaction

dynamics.

It should also be noted that, with knowledge of

the results from LIF experiments, which provide

the energy-level structure and population information

in a particular molecular state, one is able to simulate

electronic transitions and their ro-vibrational bands

from the derived spectroscopic parameters. An

example for this procedure is shown in Figure 7.7;

here, the simulated spectrum of the SrF(X–B) transi-

tion bands matches the observations extremely well,

even reproducing the undulating feature of rotational

state interference, when they coincide, or not, at the

same wavelength position.

Study of individual laser-induced
fluorescence transition lines

In general, the species under observation, the exci-

tation system, and the detection system all have

different line widths associated with them. Nor-

mally, one finds that ��det � ��mol, ��las for the
related widths parameters. The relative relation

between the latter two depends very much on

whether the laser is a pulsed laser or a CW laser;

the half-width of a nanosecond-duration pulsed

laser is normally much larger than the Doppler

profile of the atom or molecule, whereas the oppo-

site holds for CW lasers.

Thus, using a narrow-bandwidth laser, in addition

to quantum-state-resolved measurements of the pro-

duct, one can access the velocity and angularmomen-

tum distributions by making detailed measurements

on a single rotational transition line. The transition is

scanned at high resolution to resolve the Doppler line

shape, effectively providing a 1D projection of the

particle velocity along the probe laser propagation

direction. Ultimately, by repeating such a measure-

ment in different geometries, full 3 D spatial velocity

distributions could be derived. This could be

done both for reagents and for products in a chemical

reaction.

For example, by measuring the Doppler profile in

the direction of an atomic or molecular beam, and

perpendicular to it, one can determine the transla-

tional energy contribution to a reaction. An example

for such a measurement is shown in Figure 7.8.

Clearly, the average velocity in the propagation

direction of the beam is much larger than the dis-

tribution in the perpendicular coordinate; from the

longitudinal velocity component, the kinetic energy

Figure 7.6 LIF excitation spectrum for the CuI(C, �0 ¼
0�X, �00 ¼ 0) band, with rotational line resolution,
originating from the molecular beam reaction Cu þ I2 !
CuI þ I . Level population information can be extracted
from the spectral intensities (bottom). Experimental data
adapted from Fang and Parson, J. Chem. Phys., 1991, 95:
6413,with permission of theAmerican Institute of Physics
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Ekin ¼ 1
2
mv2 in a subsequent reactive collision can

be derived.

A similar velocity-measuring experiment can

be carried out, for example, for product mole-

cules. But, instead of physically altering the pro-

pagation direction of the laser beam, one may

exploit that different experimental geometries

are also defined by the relative orientation of the

laser propagation plus its polarization directions,

and the particle movement. A sufficient number

of related one-dimensional velocity projections

allow for the reconstruction of a full 3 D velocity

distribution. Information on angular momentum

alignment can also be extracted because the

transition probability depends on the relative

orientation of the laser polarization and the total

angular momentum vector of the probed product.

An example for this type of 3 D velocity profile

reconstruction is shown in Figure 7.9 for the

example of OH generated as a product in the

reaction Hþ N2O! OHþ NO (Brouard et al.,

2002). In this particular example, the results

allowed the researchers to conclude from the

stereodynamic reconstruction that the OH product

was back scattered and that the reaction proceeded

via a complex intermediate.

Figure 7.7 Experimental (a) and calculated (b) LIF spectra of SrF(B–X; �v ¼ 0), formed in the reaction Sr*(3P1)þ HF,
for spectral resolution of 0.4 cm�1. The wiggle-like structure seen at the long-wavelength side is due to partially resolved
rotational lines in the tail of the R-branches. Reproduced form Teule et al; J. Chem. Phys., 1998,102: 9482, with permission of
the American Institute of Physics
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tribution of Ca atomic beam, derived from the LIF response
induced by a narrow-bandwidth CW dye laser (�vL �
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108 CH7 LASER-INDUCED FLUORESCENCE SPECTROSCOPY



Pressure and temporal aspects in
laser-induced fluorescence emission

In order to realize easily observable products from

chemical reactions, the number density of reagents

and subsequent products needs to be sufficiently high

so that laser spectroscopic techniques generate mea-

surable signals. However, with increasing number

density, or gas pressure, secondary effects beyond

that of the original reaction are observed.Specifically,

in LIF experiments, the excited-state lifetime can be-

come longer than theaverage timebetweencollisions.

This will influence this fluorescing state, resulting in

apparent shortening of the lifetime, broadening of the

transition line profile, and reduction in the LIF signal

amplitude. Although this is frequently seen as an

annoying effect in an LIF experiment, it may actually

be used to derive important parameters of the reaction

itself or about the interaction of a particularmolecular

state with its environment. Thus, experiments are

often designed to follow the collisional effects as a

function of gas pressure.

When the particle density is sufficiently small that

onaverage radiativedecayafter excitationoccurswell

before a secondary collision, it should be possible, to

directly measure the natural lifetime of the excited

molecular (or atomic) energy level, t ¼ ð�AijÞ�1, as
outlined in Chapter 2. The goal of any data analysis of

time-resolved fluorescence is to extract the excited-

state lifetime(s) from the excitation I0ðtÞ and emission

data IFðtÞ. Normally, the two are not independent of

each other and the relation of the actually observed

fluorescence signal to the pure radiative decay would

have to be calculated from the rate equations of the

photon–particle interaction. However, if the fluores-

cence lifetime is longer than the overall duration of

the excitation pulse, then the evolution of the level

population, andhence thefluorescence signal, follows

the simple spontaneous decay equation for the excited

state once the excitation laser pulse is over. Thus,

plotting the fluorescence intensity, on a logarithmic

scale, against timewill result in apparent linear depen-

dence, and the lifetime is calculated from the slope of

the resulting line (see Figure 7.10a).

If, on the other hand, the fluorescence lifetime is

shorter than or of the same order as the excitation

pulse, then the decay must be deconvolved from the

excitation pulse, because the overall fluorescence

signal response is represented, to a good approx-

imation by

IL � IF /
ð
ILðt � t0ÞniðtÞ expð�t=tÞ dt ð7:3Þ
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Figure 7.9 Raw experimental Doppler profile LIF data of the
product state OH(X; v0 ¼0, J0 ¼5), for different laser light polar-
izationdirections (clockwise fromtop�45�, 0�, 45�, 90�),which
are converted into 3D velocity–angle polar plots of the product
scattering distribution. Information on the reaction stereody-
namicscanbeextractedfromthedata.Experimentaldataadapted
with permission from Brouard et al, J. Phys. Chem. A 106: 3629.
Copyright 2002 American Chemical Society
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where t0 is the time when the laser pulse commences

(or anyother convenient time reference), and� repre-

sents the convolution operator. A common algorithm

for retrieving the lifetime in this case is the method of

least-squares iterative re-convolution: the (known)

excitation pulse is convolved with an exponential

decay function of varying lifetime parameter until

that parameter most closely matches the emission

data (see Figure 7.10b).

As soon as collisions start to occur on a scale

comparable to the radiative lifetime, the evolution

of the upper state population is affected. The life-

time of a transition is apparently shortened. This

shortening can be associated with the rate of quench-

ing collisions and one arrives at an effective lifetime

equation

t�1eff ¼ t�1 þ kQðp; TÞ þ kD ð7:4Þ

where kQðp; TÞ (s�1) is the quenching rate, which

depends on the pressure and temperature of the colli-

sion gas. Note that the quenching rate is often ex-

pressed in the form kQ ¼ kqp, where kq (cm
3 s�1) is

the pressure-independent quenching coefficient and p

(cm�3) is thepressureexpressed in termsof theparticle

number density. The final factor, kD, is associatedwith

a possible predissociation rate for particular energy

levels (see further below). An example of how the

measurement of the collision-affected lifetime can

result in useful information is shown in Figure 7.11.

First, fromplotting thefluorescence lifetimedata in

the form t�1eff versus pressure, one can extract the

natural radiative lifetime. This is useful in cases for

which no collision-free environment can be realized.

Second, from the slope of the plot one can extract

the quenching rate constant kQ, which in itself is

associated with the quenching cross-section of the

Figure 7.10 LIF lifetime measurements, following an excitation laser pulse of duration�t ffi 4:5 ns FWHM. If the lifetime
of theexcited level is longer than theexcitationpulse, then the lifetimecanbeextracted fromthe slopeof the semi-logarithmic
plot (trace a); if the radiative lifetime signal is detected with electronics of similar time constants, then RC-response
deconvolution needs to be applied (trace b); and if the lifetime is of similar length or slightly shorter than the laser pulse,
full line shape function deconvolution procedures are required (trace c). Data shown in trace (b) are adapted from
Verdasco et al; Laser Chem., 1990, 10: 239, with permission of Taylor & Francis Group
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collision �quench; both parameters are commonly used

in the description of chemical reaction processes. It

should be noted that, in general, one will be unable to

conclude froma simple plot like the one inFigure 7.11

whether the quenching of the excited-state population

is due to non-radiative deactivation or a consequence

of a chemical reaction; additional measurements are

normally required.

Such additional measurements can, for example,

take the formof the data shown inFigure 7.12.A set of

LIF intensity data for a beam–gas reaction is plotted

against gas pressure in the chemical reaction (and

probe) volume for the specific case of the reactive

collision

Cað1S0; 3PJ ; 1D2Þ þ Cl2 ! CaClðX;A;BÞ þ Cl

In addition to the LIF-attenuation data for the Ca

reagent atom in its various excitation levels, data for

the yield of the reactive channel into electronically
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excited products, Ca�(A, B), were monitored via

their chemiluminescence emission; and for the

‘dark’ channel, CaCl(X) LIF excitation spectra were

recorded (not shown). By combining information

from all data plots, the individual components of

the total quenching cross-section

�tot ¼ �r þ ��r þ �Q þ �S
can be extracted. Here, �r and �

�
r are the reaction

cross-sections into ground- and excited-state pro-

ducts, �Q is the non-radiative quenching cross-

section, and �S is the (elastic and/or inelastic) scatter-
ing cross-section. The latter can be measured

by probing for the presence of reagent and pro-

duct states outside the interaction volume, or by the

appearance of fluorescence from energy levels that

werenotdirectlypopulatedby the laser excitation.For

comparison, attenuation data for the non-reactive col-

lision Ca� þ N2 are included, which clearly underpin

the notion that the other collisions are indeed effi-

ciently yielding reaction products.

Predissociation probed by laser-induced
fluorescence

The final topic addressed in this section is that of

predissociation of molecules. It is the interaction

between energy level configurations, which initiate

the transfer from one (chemically stable) state to

another (chemically unstable) state. The difference

with respect to photon interaction promoting the

molecule from a lower to a higher energy level is

that the predissociation interaction is a molecule-

internal quantum process. Predissociation after an

excitation can be detected in a number of ways, e.g.

including the appearance of a daughter product or

the unexpected disappearance (cut-off) of lines in a

rotational/vibrational band sequence. The latter is

normally easy to recognize and it does not require

any additional probe experiment to be conduced. An

example is shown in Figure 7.13 in the LIF excitation

spectrum for a sub-band in HNO (~X ! ~A); clearly,
the break-off of the rotational band beyond the quan-

tum level J0 ¼ 11 in the ~A state is observed. If the

energy-level structure of the unperturbed state is

known, then the position (and sometimes shape) of

the interfering state can be deduced.

A second consequence of predissociation is that

the apparent lifetime of the fluorescence signal after

excitation is shortened: the state may undergo a tran-

sition to thepredissociativeconfigurationbefore it can

radiate. Contributions to the observed effective life-

time of an LIF signal, including predissociation, have

already been highlighted above (Equation (7.4)). Pre-

dissociation occurs with probabilities reciprocally

equivalent to time-scales of a few nanoseconds to a

few picoseconds. Thus, from the measurement of the

effective lifetimeas a function of excited energy level,

one will not only be able to deduce the energetic

position of the predissociative potential, but also to

extract information about the coupling strength (the

quantum mechanical interaction matrix element).

Principally, there are two ways to measure the tem-

poral effect that predissociation has on an LIF signal.

First, since the change in lifetime is associated with a

change in linewidth (remember�� � t�1), onecould
try to measure the actual width of the transition lines.

In general, this is not always possible, specifically

if the excitation laser is a pulsed laser whose line

width might be of comparable order, and/or if

the spectral resolution of the detection system is

insufficient to recognize (often subtle) differences in

width. Second, the lifetime can be measured directly,

618.0 618.5 619.0
wavelength  (nm)

10           5                                  5 10

RQ3branch RR3branch

Figure 7.13 LIF spectrum of HNO for the v ¼ 100--
000 K ¼ 4--3 sub-band of the ~X1A00 � ~A1A0 transition. The
band clearly breaks off above J0 ¼ 11,marked by the dashed
lines. Data adapted from Pearson et al, J. Chem. Phys.,
1997,106: 5850,with permission of the American Institute
of Physics
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and provided that all other parameters affecting teff
are known one can extract the desired information on

the predissociation process. An example of this

approach is shown in Figure 7.14 for NO whose A

state becomes affected by predissociation around its

vibrational levels v0 � 3–5.

Figure 7.14 clearly reveals the deviation from

the expected, calculated radiative lifetime beyond

v0 ¼ 3. Using these calculated unperturbed values

for t, the predissociation rate constants can

be extracted from the measured radiative life-

time values (see Table 7.1 for a summary), and

these in turn can be used to deduce information

about the quantum-mechanical coupling matrix

elements.

7.3 Practical implementation of
laser-induced fluorescence
spectroscopy

There are probably as many different realizations of

experimental LIF set-ups as there are research

groups, with appropriate adaptations to any concei-

vable chemical reaction system, and more. The

actual instrumental combinations depend on the

complexity of the problem under investigation; in

addition, financial constraintsmay play a significant

role in the decision-making process (an experiment

meant for an undergraduate teaching laboratory

will most likely make use of much simpler and

more basic components than those addressing

front-line research issues, e.g. see Sikora et al,

1997). However, whatever the actual scientific pro-

blem, apparatus for LIF experiments follows the

general design concepts depicted in Figure 7.15.

Figure 7.14 Comparison between experimental vibra-
tional collision-free lifetimes and calculated radiative
lifetimes for NO(A2�þ, v0 ¼ 0�5). Information about
the crossing with the predissociative potential Ecross and
the coupling strength kP(v

0, J0) can be extracted from the
data. Experimental data adapted from Luque and Crosley;
J. Chem. Phys., 2000, 112: 9411, with permission of the
American Institute of Physics

Table 7.1 Summary of results from LIF experiments on NO
(A2�þ, v0 ¼ 0�5), including measured (collision-free)
lifetimes, calculated radiative lifetimes, predissociation
rates, and self-quenching constants. Data from Luque and
Crosley (2000)

v0 texp (ns) trad (ns) kDð106 s�1) kqð10�10 cm3 s�1)

0 205	 7 206 – 2.8

1 200	 8 198 – 2.9

2 192	 8 192 – 2.6

3 184	 8 187 – 2.9

4 157	 8 183 0.9 7.1

5 136	 8 179 1.8 7.1
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The main building blocks of any LIF set-up incor-

porate (i) the laser system, (ii) the reaction environ-

ment, and (iii) the fluorescence detection system. In

addition, various ancillary groups might be encoun-

tered, such as optical components to shape the incom-

ing laser beam, and most likely some imaging optics

for efficient collection of the fluorescence emission.

Also, some laser monitoring equipment is likely,

measuring the laser’s power, and temporal, spectral

and spatial profiles.

A brief summary follows of all building blocks and

the variety of components required for investigating

particular aspects of a specific chemical reaction

problem.

Nearly all types of laser system, mostly tuneable,

have been used at one time or other, ranging from

single-mode or narrow-bandwidth CW lasers (e.g.

dye or semiconductor diode lasers), through standard

pulsed lasers providingnanosecondpulses (e.g. dyeor

Ti:sapphire lasers), to ultra-short laser pulses with

picosecond or femtosecond duration (e.g. mode-

locked/CPM dye and solid-state lasers). The choice

of laser is influenced either by thewavelength range or

by the time regime of the molecular system under

investigation, or both.

In principle, the photon–particle interaction envir-

onment can be of any shape and encompass anymedia

parameter, depending on the chemical system under

study. The interaction region can consist of a vacuum

chamber, if particle beam experiments are conducted

or if single collision conditions are desired. It can

comprise a cell, in which the pressures of a reagent

and buffer gases can be as low as a fraction of a

millibar or as high as a few bar. Or it may simply be

the ambient environment (e.g. for the investigation of

atmospheric chemical reactions or the detection of

trace molecules). Specific cases, which constitute

aspects of the latter two, are burner flames and gas

discharge tubes.

The beam-shaping optics for the laser beam often

comprise a single lens, normally to focus the laser

beam into the interaction region (1D excitation). Or

the laser radiation is shaped like a plane sheet to

realize multi-dimensional mapping of the interaction

region (two-dimensional (2D) excitation).

For the monitoring of the laser radiation, a variety

of instrumentation is used. Power or pulse energy

metersmonitor thephotonflux through the interaction

region; wave meters determine the exact (absolute)

operating wavelength of the system, and Fabry-Perot

interferometers provide (relative) scaling during a

wavelength scan; time-sensitive photodiodes are

used to record the temporal profile of laser pulses;

and beam profilers determine the spatial intensity

distribution across the laser beam.

For the collection of the fluorescence light and its

imaging onto the detector, optical components

(usually lenses) are selected to optimize the efficiency.

Thechoiceofdetector systemdependscriticallyon the

answers one wishes to obtain from interrogating the

chemical reaction. Simple single-element photo-

diodes or photomultipliers are used, as are 1D or 2D

array detectors (e.g. charge-coupled device (CCD) or

time-gated intensified units); wavelength selectivity

also can be implemented with varied resolution (e.g.

using band-pass filters or standard spectrographs).

Finally, the signals from the detector are processed

by electronic instrumentation of varied complexity.

The most commonly found units are simple voltage

or current amplifiers (no time resolution), lock-in

amplifiers (when using modulated CWexcitation) or

boxcar integrators (when using nanosecond-pulse

excitation).

Clearly, it is well beyond the scope of this textbook

to review all possible experimental implementations

of LIF. Here, we only describe basic realizations,

highlighting a few selected examples, to demonstrate

the versatility of the technique of LIF. More detailed
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Figure 7.15 Generalized schematic of an experimental
set-up for LIF spectroscopy
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examples can be found in the chapters discussing

specificchemical reactionproblemsand in thechapter

on applications.

One-dimensional excitation laser-induced
fluorescence experiments

Probably the most utilized of experimental set-ups

since the conception of LIF is that of a collimated or

focused laser beam (from a pulsed or CW laser)

passing through a region inwhich a chemical reaction

(uni- or bi-molecular) is taking place. That region can

be the interior of a simple vapour cell, a molecular

beam, a beam–gas arrangement, or the configuration

of crossed molecular beams, and the environment

in that reaction region may realize collision-free or

collision-dominated conditions for the LIF probe. A

typical example for a crossed molecular beam LIF

apparatus is shown in Figure 7.16.

The system comprises a vacuum chamber with a

molecular beam source at one end. The particle beam

of reagents and/or products is interrogated in an obser-

vation region (in which reactions may be initiated by a

reagent gas), at right angles, by pulses from a tuneable

laser source. The LIF emission is monitored perpendi-

cular totheplaneformedbytheparticleandlaserbeams.

An typical example of a beam–gas reaction is

shown in Figure 7.17 for the reaction Ca�ð3PJÞþ
HCl! CaClðX; �00, J00Þ þ H. Note that the reaction

with ground state Ca(1S0) is endothermic; this is

why excited Ca atoms are required, which are gener-

ated here in a discharge (laser excitation has also been

realized). When interrogating the centre of the reac-

tion cell with a tuneable CW laser, LIF emission is

observed on transitions in the CaCl(A–X) band sys-

tem. An example of a fraction of the related LIF

excitation spectrum is shown in the lower part of

Figure 7.17.

Closer inspection of the photograph of the inter-

action zone reveals that the narrow-bandwidth laser

(��L � 10MHz) in fact interrogates sub-groups of

the Doppler profile (��D � 50MHz). To the left

of the main LIF emission needle, faint secondary
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“Probe”
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Figure 7.16 Typical beam–gas or crossedmolecular beam
apparatus, with one or two (pump/probe) tuneable lasers;
LIF observation of both reagents and products is prepared,
at 45� to the particle/laser beamaxes
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Figure 7.17 LIF spectroscopy of the beam–gas reaction
Ca(3P)þHCl! CaCl (X)þH, revealing part of the rotational
level population of the reaction product. Data adapted from
Verdascoet al;LaserChem., 1990,10: 239,withpermission
of Taylor & Francis Group
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LIF is observed; this stems from reflection of the laser

beam at the exit window of the vacuum chamber; the

reflected beam probes a different velocity sub-group.

The two LIF features counter-move when the laser is

tuned across the Doppler profile.

Two-dimensional excitation laser-induced
fluorescence experiments

Many modern photodetectors have a 2D CCD chip

as their light-sensitive element. Such detectors

constitute nothing else but a sensitive camera. Thus,

it was only a logical step that this 2D capability was

exploited in LIF measurements, in which spatial

information about the reaction within the probe

volume was desirable, but where scanning a colli-

mated laser beam across the area would have been

extremely timeconsuming.Furthermore, in situations

of transient phenomena, insufficient time might be

available to execute such a scan. The solution to

the problem is simple: the laser beam is expanded

in one spatial dimension (using a cylindrical lens)

and focused in the dimension perpendicular to it

(using a spherical lens). In this way, a sheet of laser

radiation is generated. This implementation of LIF

is now commonly known as planar-LIF (PLIF). The

principle is shown schematically in Figure 7.18.

Very common applications for PLIF are found in

the study of combustion (e.g. flames of burners and

combustion engines), but other areas, like the visua-

lization of explosive shockwaves and the imaging of

stereodynamics of single-collision chemical reac-

tions, to name but a few, are also popular applications

for PLIF. An example is shown in Figure 7.19 for

the analysis of the flame of a standard methane–air

burner (e.g. see Bombach and Käppeli (1999)). It

further highlights the versatility of the technique for

2D simultaneous visualization of multiple radicals

generated in the burning process.

In the particular case shown here, the excitation

wavelengths for the radicals CH2O, CN and CH

(amongst many others) are realized by a single tune-

able laser source (wave frequencyo1), and non-linear

conversion of its fundamental wavelength (frequency

doubling 2o1 and mixing o1 þ o2). By selecting the

wavelength of the laser source carefully, two species

can be excited simultaneously, as indicated in the

excitation spectra. When imaging the flame, the pre-

dominance of particular radicals in certain regions of

the flame reflects the different temperature conditions

in the combustion volume.

Time-resolved pump–probe laser-induced
fluorescence experiments

A frequently used variant of standard LIF set-ups

is the addition of a second, independent (tuneable)

laser source. The second laser promotes the mole-

cule from the level of the first excitation to a higher

energy state. The principle is shown schematically in

Figure 7.20.

In the early days of this type of two-step excitation,

also known as optical–optical double resonance

(OODR), one major aim was to be able to access

molecular states (electronic states and vibrational

levels) that were not normally accessible via single-

photon excitation. However, it was soon realized that

the temporal independence of the two lasers would

easily allow for the probing of dynamics in the sys-

tem. Although this approach had only limited

applicability (only dynamical processes of the order

Laser
Source

beam-sheet
formation

beam profiles

Chemical
Reactor

Laser
Source

beam-sheet
formation

imaging optics

LIF

CCD
Camera

band-path filter

TOP VIEW

SIDE VIEW

Figure 7.18 Typical experimental set-up for PLIF

116 CH7 LASER-INDUCED FLUORESCENCE SPECTROSCOPY



of or longer than the widely available standard nano-

second laser pulses could be studied), the advent of

ultra-short pulse laser sources some 20 years ago

changed things dramatically. Now, ‘real’ chemical

process dynamics could be followed: femto-

chemistry was born; and one of its pioneers, Ahmed

Zewail, received the 1999 Nobel Prize for Chemistry

for his contributions to the study of chemical pro-

cesses on the femtosecond scale.

The pioneering experiment carried out in Zewail’s

group is the probing of the photo-fragmentation of

ICN into its products Iþ CN (Rosker et al., 1988). A

first femtosecond laser pulse promotes ICN from

its ground state into a transition state (a repulsive

PES). Once in this state the molecule immediately

dissociates on the time-scale of less than 1 ps (a value

typical for the many intra- and inter-molecular

dynamic processes). Using a second femtosecond

laser pulse, the excitation to a higher lying (equally

dissociative) PES results in the generation of fluo-

rescence emission on the CN(B–X) band. Tuning

the laser towavelengths associatedwith the resonance

energy between the two excited PESs at distinct

internuclear configurations, and then scanning the

relative time delay between the two femtosecond

laser pulses, results in probing of the dynamics of

the dissociation. The ICN experiment is described

in more detail in Section 19.1. Other examples

of this exciting field of research will be discussed in

Parts 4–6.

To conclude the section on LIF techniques, we

describe a 2D chemical process probing exploiting a

PLIF set-up, in which time evolution of a chemical

process is resolved. Such a set-up is appropriate in

situations in which one not only wishes to follow the
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Figure 7.19 Simultaneous LIF excitation spectra of the
reaction radicals CH2O, CN, and CH in a methane–air burner
flame. Wavelength scales: o1 is the fundamental wave of
dye laser; 2o1 is the second harmonic wave; o1 þ o2 is
the sum frequency wave of dye laser plus fundamental
wave of Nd:YAG laser (all in units of nanometres). The
PLIF images reveal the predominance of various reaction
radicals in different parts of the flame. Data adapted from
Bombach and B. Käppeli; Appl. Phys. B, 1999, 68: 251,
with permission of Springer Science and Business Media
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Figure 7.20 Principle of pump–probe LIF using pulsed
lasers; the probe laser pulse (at l1) is delayed with respect
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temporal evolution of a chemical process, but also

wants to record its spatial evolution linked to time.

One illustrative example is shown in Figure 7.21

for the practical problem of monitoring the evolution

of a laser-generated plasma typically used in thin-film

vapour deposition. The particular case here is that

of diamond-type carbon deposition (e.g. Yamagata

et al., 2000).

The plasma component followed here is the dimer

C2, with excitation (delayed with respect to the laser

pulse initiatingcarbonablation)on the (0,0) transition

and LIF emission on the (0, 1) transition within the

Swan-band a3
Q

u�d3
Q

g. Clearly, the evolution in

space and time can be traced in the snapshots of the

plasma volume, with the distribution of C2 becoming

more homogeneous with time.

Figure 7.21 LIF emission images from C2-molecules, generated by laser ablation of a solid carbon target and probed by
time-delayed laser pulse on a Swan-band transition. Data adapted from Yamagata et al;Mat. Res. Soc. Symp., 2000, 617:
J3.4, with permission of the Material Research Society
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8
Light Scattering Methods: Raman

Spectroscopy and other Processes

8.1 Light scattering

When light interacts non-resonantly with matter (i.e.

the photon energy does not match the transition

energy between two atomic or molecular energy

levels), different scattering processes can occur,

simultaneously or exclusively, depending on chemi-

cal and physical properties of the scattering particle.

As a consequence, scattered light (even though it

was never absorbed by the particle) contains infor-

mation, for example, about its chemical composition,

its size and environmental conditions like tempera-

ture. The scattering process can be elastic or inelastic

(i.e. the scattered photon remains unchanged or is

altered), with the largest portion of light being

scattered elastically; basically, three scattering pro-

cesses are observed, namely Mie, Rayleigh and

Raman scattering.

Mie scattering

‘Mie-scattered’ light is observed for particles that are

large compared with the wavelength of the incident

light. The scattered photon is of the same wavelength

as the incident light, and its intensity is proportional to

the size of the scattering particles. Mie scattering is

much stronger than Rayleigh or Raman scattering, but

this isn’t very surprising. Crudely, one may view the

large scattering particle (e.g. a dust particle in air or a

soot aerosol in a flame) as an efficient reflecting sur-

face, and not a quantum effect of low probability.

Because of its mirror-like scattering action, the pre-

sence of only a few Mie scattering particles can be

annoying if one wishes to observe the other two, much

weaker, scattering processes. On the other hand, Mie

scattering has a strong angular dependency of

the scattered intensity in the forward direction with

respect to the particle, which will have to be consi-

dered in an associated experimental set-up. Typical

applications exploiting Mie scattering are found in

particle analysis (size, shape, distribution), flow ana-

lysis (e.g. velocity information), spray analysis

(particle size distribution and spray geometry), etc.

Rayleigh scattering

When the scattering particles are small compared with

thewavelength of the incident light, such as molecules

in the gas phase, the associated elastic scattering

process is called ‘Rayleigh scattering’. The scattered

photon is of the same wavelength as the incident light,

and the scattered intensity is proportional to the

intensity of incident light, a molecule-dependent

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



constant and the number density of scattering

molecules. Rayleigh scattering is much weaker than

Mie scattering because it is a quantum effect, but is

still two orders of magnitude stronger than Raman

scattering. Practical applications for Rayleigh scatter-

ing are found in measurements for total gas density,

determination of temperature fields, visualization of

shock-fronts, etc.

Raman scattering

As an inelastic scattering process, ‘Raman scattering’

shows a spectral response, i.e. the wavelength of the

scattered photon is shifted with respect to the

initiating laser wavelength. This shift is characteristic

for every Raman-active molecule and allows one, for

example, to measure all major species concentrations

inambientair (N2,O2,H2O,CO2), andnumerous trace

species (e.g. H2, NO2,CH4, etc). These concentrations

can be measured together with the ambient tempera-

ture. The major drawback is theweakness of the signal

when compared for example to absorption or fluores-

cence signals. Raman signals are polarization-

dependant and, like Rayleigh signals, they do not

suffer from collisional quenching of the irradiated

gas molecules, as is the case in LIF. Typical applica-

tions are found in the analysis of combustion

processes, the determination of majority species

concentrations, mixture fractions, etc.

Scattering wavelengths and intensities

The processes of Rayleigh and Raman scattering are

schematically summarized in Figure 8.1. It is clear

from the figure that any excitation wavelength that is

larger than the energy level spread of the ground

state of the molecule is suitable. But it should not

become resonant with a higher lying energy state,

since the more efficient fluorescence process may

mask the desired scattering signal.

As stated, all these scattering processes do not rely

on the photon being resonant toa molecular transition;

thus, the wavelength of the incident light does not

matter much, so that light sources from UV to IR

can be utilized with no need to match the observed

molecules. However, to a certain extent, the choice of

wavelength is an issue when small particle concentra-

tions are probed. This is because the strength of the

scattered signal Iscat (and this is true for both Rayleigh

and Raman scattering) is strongly dependent on the

wavelength of the initiating laser intensity IL:

Iscat / Cmv
4
scatIL ð8:1Þ

where Cm contains information about the physical

properties of the molecule, and the photon frequency

is vscat ¼ vL in the case of Rayleigh scattering or

vscat ¼ vL � vRaman in the case of Raman scattering

(see Section 8.2 for the actual values of vRaman). It is

clear from Equation (8.1) that, in order to quantify the

Raman signal for a given wavelength fully, the impor-

tant molecular property constants (e.g. polarizability)

need to be known.

Of the scattering processes, only Raman scattering

provides easily accessible molecular-specific infor-

mation, which is important when investigating

chemical reactions; thus, only this process will be

discussed further in this chapter. Nevertheless, both

Mie and Rayleigh scattering serve their purpose, and

analytical instrumentation based on these processes is

marketed commercially (e.g. particle image veloci-

metry or particle sizing).
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Figure 8.1 Schematics for pure rotational Raman scatter-
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energy differences �E00ðJÞ and �E01ðJÞ incorporate the
rotational and vibrational energies of the initial and final
levels
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8.2 Principles of Raman
spectroscopy

As shown in Figure 8.1, the energy of the incident

photon in Raman scattering changes via an inelastic

interaction with the molecule. The process may be

generalized by the formula

hvRaman ¼ hvL þ�Evib;rot

where �Evib;rot stands for the energy difference

between the initial energy level from which the scat-

tering process commenced and the final energy level

in which the molecule is left after the scattering

process is over. If the initial level lies below the final

one, then �Evib;rot < 0 and the scattered Raman

photon has lost energy with respect to the incident

laser photon. This regime of energy loss is normally

addressed as Stokes shifting. In the case that the

process commences in an excited energy level, the

final state in the scattering may be below the initial

one, and thus �Evib;rot > 0; consequently, the scat-

tered Raman photon has gained energy with respect to

the incident laser photon. This regime is normally

addressed as anti-Stokes shifting.

Remember that linear (non-linear)N-atomic mole-

cules have 3N � 5 (3N � 6) so-called normal modes

of vibration. Associated with these normal vibrations

are the normal coordinates, which are used to describe

the (time-varying) symmetry of the molecule; these

are often summarily addressed as Q.

Raman shifting (rotational or ro-vibrational) can

only occur if the molecule’s polarizability a changes

during its vibrational or rotational motion along its

normal coordinates, i.e.

@a
@Q
6¼ 0

An electric field (here associated with the laser

radiation field) induces a dipole moment given by

�ind ¼ aE

where the proportionality factor is the polarizabilitya.

Because of thevector nature of the dipole moment and

the electric field, a is not a simple constant; rather, it

has to be written as a tensor (here a 3� 3 matrix)

taking account of the three spatial axes x, y and z.

The absolute intensity of the Raman scattered light

can be described mathematically, to a good approx-

imation, by using the equations of Placzek’s theory

(see Box 8.1). Because it is actually possible to calcu-

late the Raman line intensities, and compare them

with observations, Raman spectroscopy can be (and

Box 8.1

Quantification of Raman signals

The essential assumption of Placzek’s theory

for Raman line intensities is that the frequency

of the exciting radiation vL is larger than the

frequency associated with the energy difference

between two ro-vibrational states vvib,rot, but

is less than the frequency associated with an

electronically excited energy level vel. In gen-

eral, this is easy to realize in the majority of

Raman scattering experiments. For the Stokes

and anti-Stokes line intensities IS
nm and IAS

nm

one finds

IS
nm ¼

2�2h

c4

ðvL � vvib;rotÞ4

vvib;rot½1� expð�hv=kTÞ� gv
@a
@Q

� �2

IAS
nm ¼

2�2h

c4

ðvL þ vvib;rotÞ4

vvib;rot½expðhv=kTÞ � 1� gv
@a
@Q

� �2

ð8:B1Þ

where gv represents the degeneracy of the vibra-

tional levels involved,andnandm summarise the

initial and final state quantum numbers.

It should be noted that, as mentioned earlier

in this chapter, in spectroscopy one frequently

uses wave number values ~v (cm�1) instead of

frequency v (s�1or Hz) (as used here in Equation

(8.B1)), to describe the energy levels in a mole-

cule. But these are easily converted from one

representation to the other; recall that ~v ¼ v=c.
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has been) used as an absolute measurement method.

Particular additional line intensity features are seen

for homonuclear molecules (see Box 8.2).

Box 8.2

Ortho–para line strength asymmetry in
homonuclear molecules

We like to hint at an interesting phenomenon

related to the relative intensities of rotational

lines in the spectra of homonuclear molecules.

Because of the central symmetry of the mole-

cules, the nuclear spin I of the atoms influ-

ences the population of rotational levels with

even and odd quantum numbers differently,

because of the Pauli principle. In general,

one finds that the ratio between the statistical

weights of the rotational levels, and thus the

line intensity as well, with even/odd quantum

numbers is

ðI þ 1Þ=I for atoms with integer nuclear spin

and

I=ðI þ 1Þ for atoms with half-integer

nuclear spin

For more details, see standard texts on mole-

cular spectroscopy, e.g. Hollas (1998, 2003)

and Herzberg (1989).

Rotational Raman spectra

The all-important requirement that a molecule

exhibits a pure rotational Raman spectrum is that

its polarizability tensor a must be anisotropic. It is

easy to show that this condition is satisfied for all

diatomic molecules (homo- and hetero-nuclear); for

these, only two of the main axes of the polarizability

ellipsoid (which is associated with the diagonal

matrix elements of a) are equal, and hence the ellip-

soid is anisotropic. But all molecules basically have

anisotropic polarizability; the only real exceptions

are molecules that can be described by the model

of a spherical rotor. This means that CH4 or SF6, for

example, do not have a pure rotational Raman

spectrum. It is interesting to note that Raman spectro-

scopy is the only way to study pure rotational transi-

tions for homonuclear diatomic molecules, e.g. H2,

N2, O2, etc., or some linear polyatomic molecules

such as CO2. For these, direct dipole transitions are

forbidden, and thus these molecules are not IR active

(absorption or emission of an IR photon).

As in the case of absorption and fluorescence emis-

sion spectroscopy, selection rules apply for the Raman

transitions between rotational energy levels.

However, since two photons are involved in the

process, each of angular momentum Lphoton ¼ 1,

angular momentum conservation requires that the

difference between the initial and final rotational

levels must be two. As the selection rule for pure

Raman spectra, one finds

�JRaman ¼ �2

Classically, these rotational line branches are

named S-branch for �J ¼ þ2 and O-branch for

�J ¼ �2. The O-branch is the anti-Stokes part of

the spectrum. Note that �JRaman ¼ 0 (which would

also be allowed) is not observed, since it coincides

exactly with the orders-of-magnitude stronger elastic

scattering signal of the Rayleigh line.

Neglecting the anharmonicity contribution to the

energy terms of molecular levels (a reasonable

approximation at least for low rotational quantum

numbers), the line positions for the Stokes S-branch

~vS relative to the excitation line ~�L are associated with

the rotational and vibrational energy-level structure

and can easily be calculated using Equations (2.1) and

(2.2) given in Section 2.1:

~vSðJÞ ¼ ~vL ��EðGv;FJÞ

Of course, the intensities in Raman spectra reflect the

actual (thermal) population in a particular level, as is

true for absorption and fluorescence spectra.

An example of a pure rotational Raman spec-

trum, including the Stokes and anti-Stokes

branches, is shown in Figure 8.2 for the case of

N2; note that the line intensity of the Rayleigh peak

at ~�L is off the scale, as expected. Note also that the
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(short-wavelength) anti-Stokes branch is less

intense than the (long- wavelength) Stokes branch,

as predicted by Equation (8.1).

Vibrational Raman spectra

If the initial and final energy states involved in a

Raman transition belong to the rotational level

manifold of two different vibrational states, then

slightly different conditions than those for pure rota-

tional Raman scattering are encountered in observing

the related spectra.

By and large, only vibrational Raman bands with

�v ¼ 0 (which corresponds to the pure rotational

Raman scattering, as just discussed) and �v ¼ �1

are observed; however, in principle, higher differen-

tials would also be allowed. Although the

anharmonic-oscillator model can crudely approxi-

mate the potential energy curves, the quantum

mechanical wave functions associated with the

various vibrational levels are still nearly orthogonal

to each other, as for an ideal harmonic oscillator, and

thus the overlap matrix elements giving rise to the

Franck–Condon factors (see Equation (2.4) in Section

2.2) become extremely small for �v > 1.

On the other hand, because the Raman transition is

shifted by a relatively large amount of a vibrational

quantum away from the excitation line, rotational

transitions with �JRaman ¼ 0 are now also observed

(known as the Q-branch). However, the Q-branch

lines pile up at nearly the same wavelength because

the differences in the rotational constantsBv andBvþ1

are normally very small.

Three general observations can be made for

vibrational Raman spectra. First, the spacing of

the rotational S- and O-branches is not as regular as

that encountered in pure rotational Raman spectra,

due to the difference in the rotational line spacing

in the lower and upper vibrational levels. Second,

the overall intensity of the vibrational Raman spec-

trum is lower than that for the pure-rotation case.

This is because of the v4-factor in the intensity

expression (see Equation (8.B1)); in addition, the

Franck–Condon factor q01 < 1, whereas q00 ffi 1.

On the other hand, a peculiar phenomenon asso-

ciated with the so-called trace-scattering contribu-

tion (a quantum effect) results in the Q-branch

exhibiting line intensities of similar order of mag-

nitude as those encountered in the pure rotational

Raman spectra. Third, the anti-Stokes vibrational

band is very much lower in intensity than its Stokes

counterpart is. This is not just because of the larger

denominator factor in Equation (8.B1), but more

because of the normally low population in excited

vibrational states (for the majority of molecules,

only a few per cent at room temperature).

An example of the comparison between pure

rotational and vibrational Raman spectra is shown in

Figure 8.3 for the molecule HCl.

001+ 001-                  0 ∆E 00 (J (  ) cm−1

635           435          235           035           825 λ n( m

01       5       0 02     51
J

51 0       5      01
J

STOKESanti-STOKES

laser line

Figure 8.2 Purerotational Raman spectrumforN2Raman
laser excitation atl ¼ 532 nm
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O S
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Figure 8.3 Raman spectrum of HCl; the pure rotational
and ro-vibrational Raman branches are indicated. Raman
laser excitation at l ¼ 532 nm. Note that the intensity is
not corrected for spectral response of the detection
system
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General comparison between rotational and
vibrational Raman spectra

When inspecting observed and calculated Raman

spectra, a few things become very evident. First,

with reference to Figures 8.1 and 8.2, the general

trend for a pure rotational Raman spectra is that the

lines cluster ever closer to the laser excitation line with

increasing molecular weight and/or with weaker bond-

ing (and thus shallower internuclear potentials, which

in turn give rise to a very dense rotational energy-level

structure). For example, the rotational line spectrum

for H2 extends about 1000 cm�1 from the excitation

line (see also Section 8.3), for HCl and N2 one finds

�500 cm�1 and�150 cm�1 respectively, and the Cl2
spectrum only stretches over less than 75 cm�1. For

heavier diatomic or polyatomic molecules the range

moves even closer to the excitation line. Note that all

these values are valid for room temperature; at lower or

higher temperature the observable range of rotational

spectral lines contracts or expands. Although, in prin-

ciple, appropriate instrumentation with high resolution

and good excitation line rejection would still allow

limited measurements (as a rule of thumb, lines as

close as 30–50 cm�1 to the excitation line are detect-

able against the Lorentz wing background of the exci-

tation line), the limit of observation from the practical

aspect of modern applications and instrumentation

technical limits is normally at 100–150 cm�1 from

the laser line. Consequently, pure rotational Raman

spectroscopy is rarely applied in practice.

This leaves ro-vibrational Raman spectroscopy

for practical implementations, irrespective of the fact

of lower overall intensity. In essence, the piled-up Q-

branch with its quantum-amplified amplitude is

used to identify and quantify molecules and

radicals in gas mixtures. Some typical species and
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Figure 8.4 Vibrational Raman shifts of selected species;
the Raman laser excitation is at l ¼ 532 nm. The displayed
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ized to that of N2. See Table 8.1 for further data

Table 8.1 Raman spectroscopy data (shift and relative intensity) for selected species encountered in chemical reaction
processes and in environmental gasmixtures. For comparison, possible LIF spectroscopy application is indicated. Data adapted
fromSchrötter andKlöckner (1979)

Species LIF-suitable Raman shift (cm�1) Shift lRaman (nm)a Raman cross-sectionb

CO limited 2143 600.46 0.93

CO2 (v1) no 1388 574.42 1.13

C6H6 (v2) no 992 561.64 11.7

Cl2 limited 550 548.04 2.5

H2 no 4155 682.98 8.86

H2O no 3652 660.28 8.1

N2 no 2331 607.31 1

O2 no 1555 579.98 1.04

O3 limited 1103 565.16 �3

NH3 (v1) no 3334 646.71 5.83

NO yes 1877 591.02 0.38

aWavelengths observed on excitation at lL ¼ 532 nm.
bNormalized differential Raman scattering cross-sections for Q-branches of vibrational bands, relative to N2 (Schrötter and Klöckner, 1979).
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their ro-vibrational Q-branch Raman wavelengths are

collected in Figure 8.4 and Table 8.1.

From the data summarized in Table 8.1 it is clear

that nature seems to have ‘sorted’ molecules in a

favourable manner for the various techniques of

spectroscopy. Rare, ‘unstable’ species exhibit large

absorption coefficients (associated with dipole-

allowed transitions) in the UV and visible spectral

ranges; in general, the abundant ‘stable’ ones do not.

For example, oxygen (O2) has allowed transitions

below �180 nm, which for many laser diagnostic

techniques is nearly inaccessible. Note that the

terms ‘stable’ and ‘unstable’ species are misused

quite often. Unstable species in the real sense are,

for example, predissociative states of OH; the

apparent short lifetime of other species is usually

associated with their high reactivity. In that sense,

radicals are, in general, very reactive indeed, and

may thus be termed‘unstable’.However, manyexcep-

tions do exist; for example, the radical NO can even be

bought in bottles and is easily detected in car exhaust

gases by standard laser and non-laser gas analysis

techniques. It turns out that all species mentioned as

unsuitable for LIF in Table 8.1 are, in fact, Raman

active. Therefore, Raman scattering may be seen as an

ideal counterpart to fluorescence spectroscopy in

cases where this cannot be realized due to laser wave-

length or observation range limitations.

8.3 Practical implementations of
Raman spectroscopy

Although the relative low efficiencyof Raman scatter-

ing may be seen as a distinct drawback for practical

applications, it turns out that it still can be a very

valuable alternative to other spectroscopic techni-

ques. In particular, Raman spectroscopy can become

extremely attractive if rapid multispecies analysis is

an issue. In multispecies LIF a tuneable laser system is

required, which in most cases will have to be tuned

over a wide spectral range to probe all desired species

sequentially. In contrast, by virtue of its non-resonant

nature, only a single fixed-frequency laser is required

in Raman spectroscopy. On the detection side, all the

traditional means of spectral dispersion and photode-

tection can be applied, as was outlined in Chapter 7 for

LIF. The only care to be taken is to provide a means for

suppressing the unwanted elastically scattered light

(Rayleigh scattering), which can be orders of magni-

tude larger than the Raman signal (as stated repeatedly

above) and might saturate, or even damage, any sen-

sitive photodetector.

In the past, sequential, multiple spectrographs and

single-element detectors were used. Although such

instrumentation allowed for detection of Raman sig-

nals extremely close to the laser excitation line, the

recording of a spectrum was extremely time consum-

ing. Thus, this approach is rarely used any longer. The

exception for the routine use of single-element detec-

tors is found in Fourier-transform Raman (FT-Raman)

spectroscopy, which is extensively used in chemical

composition and molecular structure analysis.

However, FT-Raman spectroscopy is rarely applied

to the investigation of chemical reaction processes.

The most common implementation of Raman

spectroscopy is the combination of a standard spectro-

graph coupled to a CCD array detector. The suppres-

sion of any of the popular excitation wavelengths (see

Table 8.2) is achieved by using either so-called notch

or razor-edge filters.

A notch filter is a dielectric filter that blocks a

particular wavelength by typically five to six orders

of magnitude and transmits all other wavelength

(shorter or longer) with �80–90 per cent efficiency.

In contrast, a razor-edge filter blocks all wavelengths

shorter than its specification wavelength, blocking the

laser excitation line to normally six to seven orders of

magnitude, or more; the long-wavelength part of the

spectrum is transmitted with>98 per cent efficiency.

The rising edge from full blocking to full transmission

is typically �200 cm�1 for notch filters and

<100 cm�1 for razor-edge filters. Therefore, in

many experimental set-ups, edge filters are preferred

Table 8.2 Popular Raman excitation laser sources

Laser source lL (nm)

Arþ laser 488.0

Arþ laser 514.5

Nd:YAG laser (second harmonic) 532

Nd:YAG laser (third harmonic) 355

Nd:YAG laser (fourth harmonic) 266

HeNe laser 632.8

Semiconductor diode laser 785

8.3 PRACTICAL IMPLEMENTATIONS OF RAMAN SPECTROSCOPY 125



because of their higher laser line suppression and the

observation capabilities closer to the excitation line.

In addition, edge filters are much less costly. And the

loss of the anti-Stokes regime in most cases can be

tolerated, in particular if ro-vibrational bands are

recorded which are of much lower intensity anyway

but do not add any new information on the Raman-

scattering molecule.

A typical arrangement of a Raman spectroscopy

experiment based on the components just outlined is

shown in Figure 8.5. As in the case of LIF, the inter-

action volume can take any form, in principle, like

gas cells, low-pressure discharges or flames. Some

detection sensitivity problems are encountered if

low-density molecular beams are to be investigated.

In the set-up shown here, the collected Raman light is

guided to the spectrometer by fibre optics; although

this is not essential it makes alignment of the overall

set-up much easier, since no bulky equipment parts

have to be moved and oriented.

One consequence of using notch or razor-edge

filters for suppressing the laser excitation line is that

observation of spectral features with less than

�100 cm�1 Raman shift is not possible, or is possible

only under very strong attenuation conditions. This is

illustrated in Figure 8.6, where the transmission char-

acteristic of a 532 nm razor-edge filter is compared

with pure Raman spectra of N2 and D2:H2 mixture.

Clearly, it is expected that all hydrogen and deuterium

lines are unaffected by the filter, whereas most rota-

tional lines of N2 are attenuated by many orders of

magnitude. Only the high-J tail of the spectrum may

be observed. This is evident in the spectra recorded for

ambient air, as shown in Figure 8.7.

An example of the measurement of pure rotational

and ro-vibrational Raman signals (based on the

experimental set-up principle outlined in Figure 8.6)
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Figure 8.5 Typical experimental set-up for Raman spec-
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volume, a cell can be used. Performance curves for both
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is given Figure 8.7 for the monitoring of some gas

mixtures, namely the evolution of the chemical equi-

librium in a 1:1 mixture of H2 and D2 and of standard

air that was allowed to leak into the cell.

The recorded spectrum for air clearly reveals the

intensity ratio expected from the main constituents of

air, i.e. N2 (78.1 per cent) and O2 (20.9 per cent), based

on the relative intensity parameters listed in Table 8.1.

Also, the break-off of the pure rotational S00(S)-

branch is clearly evident.

The spectra for the H2:D2 mixture exhibit both pure

rotational and ro-vibrational Raman features, i.e.

S00(S)- and S01(Q)-branches (the S01(O)- and

S01(S)-branches are too weak to be seen above the

detector noise. Because of the huge isotope effect the

pure rotational Raman lines are well resolved, even at

the detection bandwidth of� 5 cm�1 (the N2 lines are

not resolved under this resolution).

Another interesting observation is made, namely

that the H2:D2 mixture gives rise to the product HD.

This is expected, since the chemical equilibrium

of this particular gas mixture is on the side where

atoms are exchanged:

D2 þ H2 Ð 2HD

The temporal evolution of this exchange can easily be

followed (but is not shown here). This is just one

example demonstrating that chemical reactions and

processes can be monitored using Raman spectro-

scopy. For example, Raman detection of the composi-

tion and the generation of contamination products has

been applied in the ITER fusion reactor. For its effi-

cient operation, the purity of the injected D2 : T2 fuel

is important; contamination reactions with H2 in the

system (through outgassing from vessel walls) were

monitored and the results used in the initiation of

purification cycles.

We would like to mention one further practical

application of standard Raman spectroscopy, namely

the method of Raman lidar, which is now routinely

used to monitor the upper atmosphere for composition

(e.g. the presence of water vapour), chemical

processes (e.g. the generation or depletion of ozone

(O3)), and the determination of temperature profiles at

high altitudes. Although absorption and fluorescence

lidar systems are also widely used, Raman lidar has

the distinct advantage that it is a simultaneous multi-

species measurement technique, and that only a single

fixed-wavelength laser is required.

Toconcludethissectionweaddress thephenomenon

of the stimulated Raman effect and its application to

molecular spectroscopy. Stimulated Raman scattering

is experimentally different from normal Raman scat-

tering, in that it isobserved in the forward direction (the

stimulated Raman photon emerges into a very narrow

cone to the propagation direction of the laser beam

propagation direction). But the effect is normally

only observed for high-power laser radiation.

More useful in spectroscopic terms is the process

of coherent Stokes Raman scattering (CSRS) or anti-

Stokes Raman scattering (CARS). This involves

radiation from two laser sources of photon energy

hv1>hv2 that irradiate the sample simultaneously.
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Radiation of a new frequency v3 is generated accord-

ing to

�3 ¼ 2�2� �1 ¼ �2� ð�1� �2Þ
long ðStokesÞ wavelength side ðCSRSÞ

�3 ¼ 2�1� �2 ¼ �2þ ð�1� �2Þ
shortðanti-StokesÞ wavelength sideðCARSÞ

Both processes are so-called four-wave mixing

processes; they are most efficient if the difference

frequency ð�1 � �2Þ ¼ �vib,rot, i.e. resonant to a

Raman-active rotational or ro-vibrational transition of

a sample molecule. From the point of view of symmetry

there is no reason to favour CSRS or CARS; practical

considerations mean that in almost all spectroscopic

studies CARS is utilized. This is because one

may encounter fluorescence on the long-wavelength

(CSRS) side of the excitation, which could mask the

Raman signal.

The selection rules for CARS and CSRS are

the same as for standard, spontaneous Raman spectro-

scopy; however, it has the advantage of a vastly

increased intensity. Experimentally, CARS is realized

by using one fixed-wavelength laser and then tuning

the second one into resonance with the ro-vibrational

levels of the target molecule.
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9
Ionization Spectroscopy

9.1 Principles of ionization
spectroscopy

When an atom or molecule interacts with a photon of

sufficient energy, ionization may occur through

removal of an electron. Because the ionization poten-

tial of most small molecules is larger than �8 eV,
highly energetic photons in the VUVare required to

induce ionization through one-photon absorption.

Tuneable radiation may be provided by synchrotron

sources and by (normally very inefficient) non-linear

conversion of radiation from visible or UV lasers.

However, direct one-photon ionization exhibits little

state selectivity, i.e. ionization of normally several

vibrational and rotational levels of the electronic

ground state occurs. Consequently, in the photo-ion

one also encounters a superposition of several vibra-

tional and rotational levels (determined mostly by the

Franck–Condon factors between the initial and final

vibrational states).

In order to alleviate the problem of laser wave-

lengths and non-state selectivity, stepwise excitation/

ionization via a resonant intermediate state has been

introduced, termed RIS, or more generally REMPI;

the minimum number of photons required is two

(see Section 9.2 for a more extensive discussion of

REMPI schemes). For the process to work as desired,

i.e. the intermediate absorption step does not influ-

ence the reaction and its dynamic unduly, the lifetime

of the intermediate level should be short so that

stimulated transition rates are comparable to or larger

than any spontaneous decay.

Broadly speaking, REMPI can be viewed as a

multistep process. In the first step, photons with

energy h�1 populate an intermediate molecular level

ABðv00; J00Þ �!h�1 AB�ðv0; J0Þ

Out of AB*, a second photon h�2 initiates ionization
of the molecule (step two). The main ionization

processes out of the intermediate configuration AB*

are:

photoionization

AB� �!h�2 ABþ þ e�

dissociative photoionization

AB� �!h�2 Aþ Bþ þ e�

auto-ionization

AB� �!h�2 AB�� ðEint > IPÞ ! ABþ þ e�

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



Here, the double asterisk stands for a highly excited

electronic state, Eint is the total internal molecular

energy (electronic, vibrational and rotational), and

IP is the adiabatic ionization energy. For brevity,

vibrational and rotation energy-level quanta are not

explicitly written in the equations. In special cases,

some other phenomenamay be observed, such as ion-

pair formation.

The particularly useful feature ofREMPI is that the

resonancewavelength for the intermediate absorption

step is normally different for transitions between the

various rotational and vibrational quantum states.

Therefore, using REMPI, each ro-vibrational level

of a molecule can be ionized individually by varying

the wavelength of the excitation laser.

Once the charged particles, ions and electrons, are

formed they can be extracted out of the laser beam–

molecule interaction volume and monitored using a

charge-sensitive detector. The general principle to

implement (resonant) ionization spectroscopy is

shown in Figure 9.1.

Because two main types of charged particle are

formed in the ionization process, namely (positive)

molecular ionsand (negative)electrons (occasionally,

negative ionsmay also be encountered), two principal

detection methodologies are used, based on either

ion or electron detection. For each of these, a variety

of clever, experimental techniques have been devel-

oped which, in the final analysis, provide a wealth of

information on the quantum energy-level structure

of both neutral and charged molecular species and

reveal details about actual uni- or bi-molecular reac-

tions and their dynamics.

In the realization of a pump–probe resonance ioni-

zation experiment, two approaches are common;

these are depicted in Figure 9.2. Both rely on the

resonance of the pump photon h�1 with a transition

from AB to an intermediate energy level of AB*.

However, the (probe) ionization step can be imple-

mented in twoways. Either h�2 is chosen to be simply

way above the ionization threshold IP, to guarantee

certain but uncontrolled ionization (left part of the

figure), or h�2 is tuned into resonancewith a transition
to a specific (vþ; Jþ) quantum state of the molecular

ion (right part of the figure).

From an energy balance of the two steps in the

ionization process, the following emerges:

hv1 ¼ AB�ðv0; J0Þ � ABðv00; J00Þ
hv2 ¼ IPþ Eion þ KEðe�Þ þ KEðABþÞ

� IPþ Eion þ KEðe�Þ

where IP is the adiabatic ionization energy (energy

required to produce an ionwith no internal energy and

an electron with zero kinetic energy), Eion is the

internal energy of the cation (electronic, vibrational,

rotational), KE(e�) is the kinetic energy of the free

electron, andKE(ABþ) is the kinetic energy of the ion

(usually assumed to be negligible).

From the above energy balance one can conclude

that the greater the internal energy Eion of the ion, the

lower the kinetic energy of the photoelectronKE(e�).

And because of the multiple ways to realize the sum

of the free parameters Eion and KE(e�), ionization

of a molecule with hv2>> IP will produce ions

with a distribution of internal energies (no resonant

condition). This means that one basically probes and

determines the structure and properties of the inter-

mediate stateAB*andonlyuses the ionsABþas away

of recording the intermediate entity by non-photon

detection methods. This approach is normally asso-

ciated with REMPI spectroscopy. Only if in addition

to the ion detection an energy-resolved analysis of

the photoelectrons is performed does one also gain

Ipump (ν)

Iprobe (ν)

Nbuffer

Ntrace

charge
sensitive
detector

U1

U2

charged particle 
transport

Figure 9.1 Principleof ionizationspectroscopy,frompar-
ticlesinagasmixture,afterabsorptionoftuneablelaserlight
Ipumpð�1) and subsequent ionization by radiation from a
second laser Iprobeð�2). The charged particles (electrons or
ions)areextractedfromtheinteractionvolumeanddetected
by a charge-sensitive detector
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limited insight into the level structure (and possibly

dynamics) of the molecular ion.

In the soft approach the photon h�2 is tuned into

resonancewith a ro-vibrational state of the molecular

ion, and if care is taken one can achieve that

KEðe�Þ ffi 0 so that h�2 � IPþ Eion. Each time

h�2 ¼ IPþ Eion a ZEKE electron is produced

(measuring these provides accurate information

about the internal structure and population of the

molecular ion; and with certain additional measure-

ment tricks, information about dynamics of the pro-

cess can also be deduced).

Note that the outgoing electron can have angular

momentum even though it is a free electron. Thus,

the change of rotational angular momentum of the

molecule on ionization may be greater than �J ¼
�1 (the normal selection rule for dipole-allowed

rotational transitions). Ignoring the electron spin,

one finds

J þ c ¼ Jþ þ l

where g denotes the electron spin. Nevertheless,

�J2 ¼ jJ0 � Jþj ¼ �1 are favoured by and large. In

combination with the first-step selection rule

�J1 ¼ jJ’’� J’j ¼ �1 one finds that, in REMPI

and ZEKE experiments, rotational branches with

�Jtot ¼ 0;�2 are the dominant ones (i.e. Q-, O- and

S-branches).

The processes of pump–probe excitation and

ionization expected in REMPI and ZEKE experi-

ments are summarized in Figure 9.3, which very

much resembles what was already seen for LIF

experiments (equivalent to the pump step and subse-

quent observation of fluorescence photons).

The individual experimental implementations and

the information one can obtained from the measure-

ments are outlined in the following sections.

9.2 Photoion detection

REMPI has turned into one of most-applied spec-

troscopic tools in studies of both the spectroscopy

and reaction dynamics of small molecules in the gas

phase. The procedure ofREMPI comprises the combi-

nation of two consecutive steps. First, resonant

m-photon excitation promotes a ground electronic

state molecule to an excited (ro-)vibronic state. Then

one additional photon (or, more seldom, n additional

photons) is then absorbed and the molecule is ionized

REMPI

PES ZEKE

e – (K.E.)                     M+ e – (K.E. ≅ 0) M +

hν1 hν1

hν2 (tuneable)hν2 (fixed)

AB+

AB*

AB

AB +

AB*

AB

Figure 9.2 Conceptual depiction of REMPI and traditional photoelectron spectroscopy (left), and ZEKE photoelectron
spectroscopy (right). In both approaches, h�1 is scanned through the levels of the intermediate state; h�2 is fixed for
REMPI, whereas for ZEKE it is varied as well
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(for a comparison with other laser-spectroscopic

techniques, see Chapter 5). The probability of ioniza-

tion is enhanced by the fact that the first m-photon

excitation is resonant with an intermediate state. This

resonant ionization is abbreviated to (mþ n) REMPI

for one-colour photoionization and (mþ n0) REMPI

for two-colour photoionization. Probably the most

commonly used ionization experiments belong to the

group of (1þ 10) REMPI schemes, which require the

use of two laser sources. The principle of REMPI

excitation is summarized (and put into context with

photoelectron methods) in Figure 9.2.

The attraction in REMPI experiments is the poten-

tial for mass selectivity in the recorded data, which

can be extremely useful for example in the investi-

gation of molecular reactions or van der Waals com-

plexes formed in a supersonic beam expansion. This

is in contrast to LIF techniques, which provide the

same spectroscopic information but lack the mass

selectivity (refer to Figure 9.3 for ionization and fluo-

rescence pathways). The final states of molecular

ions excited via a REMPI scheme can be analysed

using, for example, a time-of-flight (TOF) spectro-

meter, allowing amass-selective REMPI spectrum of

one complex to be recorded without interference

from other complexes not under study.

The combination of resonant laser excitation to an

intermediate level and the subsequent mass analysis

of the ion also makes the technique species selective.

Therefore, one can distinguish REMPI spectra of

systems that have the same mass, e.g. phenol-N2

and phenol-CO. On the other hand, care needs to

be taken not to approach the REMPI experiment in

a ‘brute-force’ approach, as one may be tempted

to increase weak signals by increasing the laser

pulse energies. Non-resonant multiphoton ionization

(MPI) processes may destroy the carefully adjusted

species selectivity, as will be shown in the example of

the REMPI investigation of CaH/CaD reaction pro-

ducts; see Figure 9.5 below.

Experimental realization

The general realization of typical REMPI experi-

ments is shown in Figure 9.4. The basic apparatus

consists of a laser system (normally two tuneable laser

sources) and a vacuum apparatus comprising a

molecular-beam source, an ion extraction assembly,

a mass analyser and a charge-sensitive detector.

In the general scheme depicted here, a molecular-

beamsource isused togenerate theproductsof interest;

specifically, a mixture of products and remaining

reagent molecules, together with a carrier gas (nor-

mally rare gas atoms), is expanded in a supersonic

beam into the laser-probe region. Alternatively, single

or crossed molecular beam configurations have been

realized inwhich the reaction takesplacedirectly in the

interaction region; this is indispensable if onewishes to

investigate short-lived products or transition states that

would not survive over a long travel distance.

In a typical two-colour experiment, both pulsed

tuneable lasers can be operated simultaneously by

using a suitably powerful pump laser (e.g. an excimer

laser or an Nd:YAG laser). However, more often
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probe ionization spectroscopy. Collisional transfer may be
encountered in the intermediate state (pump excitation),
and the ionization (probe excitation) competes with radia-
tive and non-radiative decay
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than not, independently timed laser sources are

preferred in order to optimize the direct excitation

probability, or to instigate time-delayed ionization

(e.g. if one wishes to wait for any evolution of the

intermediate state, specifically in femtosecond-pulse

experiments).

The REMPI ions are extracted out of the laser inter-

action zonebyapplyinga short high-voltagepulse to the

extraction electrodes, accelerating them into a mass

filter. Although the simplest REMPI set-up would

involve linear TOF mass analysis (option (B) depicted

inFigure9.4), a significant improvement inmass resolu-

tionisachievedwithareflectronTOFmassspectrometer

(option (C) in Figure 9.4). Note that, although quadru-

pole mass filters are occasionally used (option (A) in

Figure9.4), theirprincipledisadvantage is that they only

detect onemass at a time, rather than the multiple-mass

analysis possible with TOF instrumentation. See Chap-

ter 13 for details on the functionality of mass-selective

spectrometers.

After passage through the mass filter the ions are

normally detected using highly sensitive multi-

channel plates. Any ion charge impinging on the

multichannel plate is amplified typically by a factor

of 103�106, resulting in a current that can easily

be measured with fast pulse-counting or pulse-

integrating electronics. Spectra are acquired by set-

ting narrow time gates, matched to the laser pulse

duration and the flight time through the spectrometer.

The ion signal intensity is then monitored as a func-

tion of the REMPI photon energies, either with a

boxcar integrator or a digitizing oscilloscope.

High-resolution REMPI spectroscopy aims to

resolve individual rotational transitions in addition

to vibrational features. By employing supersonic

molecular beam configurations (see Chapter 21 for a

detailed description), two effects help in this task.

First, the apparent rotational temperature can easily

be lowered from standard room temperature (�300
K) to just a few kelvin. This means that only very few

rotational levels are populated, resulting in a normally

sparse line spectrum. Second, the transverse velocity

distribution, and consequently the Doppler width,

is reduced to a level where fully resolved rotationally

spectra can be obtained, if narrow-bandwidth lasers

are used. Spectral resolution on the order of 100–

500MHz has been realized in typical (1þ 10) REMPI

experiments using a line-width-narrowed pulsed laser

source to excite the intermediate energy level.

In addition to the high-precision spectroscopic

data for a particular complex or product molecule,

other valuable information on the chemical reaction

process can be extracted from the REMPI spectra,

e.g. internal energy-level populations or dynamic

features.

However, being a coupled two-step quantum

excitation process, REMPI data are much more diffi-

cult to quantify. For example, in contrast to the

method of LIF, relative populations of different

internal states are normally problematic to obtain.

Notably, specific care has to be taken because, most

likely, varying saturation behaviour of the resonant

transition will be encountered, which can cause the

dependence of the ionization rate on the laser power

to vary from level to level. In addition, in many of
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Figure 9.4 Conceptual set-up for the realization of
REMPI experiments of uni- and bi-molecular reactions.
The reactor for the chemical reaction A+BC!AB + C is
shown as separated from the laser probe volume; parti-
cles are carried to the laser interaction zone in a seeded
beam (with carrier gas R). In the bottom, the most
common ion mass-detection methods are shown: (A)
quadrupole mass analyser; (B) linear TOF mass spectro-
meter; and (C) reflectron-type TOF mass spectrometer.
CPD: charge-sensitive particle detector
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the resonantly excited intermediates, perturbation

of the rotational levels is encountered; such perturb-

ations can have huge effects on the rotational inten-

sity factors. This is, in fact, quite likely to occur in

REMPI detection because of the high density of elec-

tronic states at energies reached by the absorption of

two or three photons. Finally, collisional transfer

and fluorescence in the intermediate state and disso-

ciation in the final (ion) statemay competewith direct

ionization from the intermediate state. For example,

dissociation implies that both parent and fragment

ions can be produced; this will lead to further compli-

cations in converting ion signals to relative internal

state populations.

In the absenceof saturationeffects in the intermedi-

ate excitation step, alignment in the ground state, and

dissociation, the theoretical REMPI intensities can be

approximated by

IREMPI ¼ C
Nðv00; J00Þ
2J00 þ 1

qv0v00SðJ0; J00Þ ð9:1Þ

In Equation (9.1), Nðv00; J00Þ is the population of

molecules in the ground state (v00; J00) levels, with

degeneracy (2J00 þ 1Þ; qðv0; v00) and SðJ0; J00) are

respectively the Franck–Condon factor and rota-

tional line strength factor for the transitions between

the ground and intermediate electronic states. The

factor C is a v0, J0-dependent constant, which is pro-

portional to the exciting and ionizing-laser inten-

sities, the absorption cross-section, and the quantum

yield for ionization. As usual, the quantum numbers

v00 and J00 denote the vibrational level and total

angular momentum in the ground state, and v0 and J0

are the corresponding quantities in the resonantly

excited state. This equation looks rather similar to

the laser-induced photon flux equations discussed in

Section 7.2. It is the factor C that in the end makes

all the (complicated) difference, and it should be kept

in mind that only in rare cases does the simple

Equation (9.1) describe the observed REMPI signal

strength.

A typical example for an REMPI experiment that

exhibits all the features discussed above is that of

CaDðX2�þ; v00 ¼ 0Þ�!h�1 CaD�ðA2�; v0jB2�þ; v0Þ

�!h�2 CaDþðX1�þ; vþÞ

and its equivalent for CaH. Both radicals CaD and

CaH were generated in a molecular-beam reaction

of Ca� þ D2=H2 (plus He as the carrier gas); for

further details see Pereira et al. (2002) and Gasmi

et al. (2003) for example.

Figure 9.5 shows a REMPI mass spectrum recor-

ded for the P1(1) rotational line transition in

CaD=CaH ðX; v00 ¼ 0! B; v0 ¼ 0) and subsequent

ionization by a photon with l ¼ 266 nm. Two

points are noteworthy. First, strong signals from

surplus Ca atoms in the beam are observed,

although the two CaD/CaH laser wavelengths

were not in resonance with any Ca transition. How-

ever, non-resonant MPI of the alkaline earth atom is

rather efficient. This shows the importance of the

mass selectivity of REMPI: the molecular product

signal would be masked without it. Second, 40CaD

and 42Ca exhibit the same mass, and thus interfere

in the mass spectrum. However, although it was

argued above that, in general, REMPI provides

species selectivity, there are cases like the one

shown here in which this selectivity is reduced

because of non-resonant MPI.

The excitation scheme for the CaD/CaH REMPI

experiment is shown in the left part of Figure 9.6,

with a partial REMPI mass spectrum for CaD

(X; v00 ¼ 0! B; v0 ¼ 1) shown on its right. From

the line positions spectroscopic parameters can

Figure 9.5 Typical REMPI-TOF mass spectra from the
molecular beam reaction Ca+H2/D2; recorded for the
CaH/CaD(X–B, 0–0) P1(1) transition line. Bottom trace:
excitation off; middle trace: CaH-excitation on; top trace:
CaD-excitationon.Tracesareoffsetfromeachotherforclarity

134 CH9 IONIZATION SPECTROSCOPY



easily be extracted, here demonstrated for the spin-

splitting constant gv0¼1. It is also rather straight-

forward to extract reasonably accurate information

on the ground-state rotational-level population by

applying Equation (9.1). It should be noted that, for

the corresponding REMPI spectrum, CaHðX; v’’
¼ 0! B; v’ ¼ 1) reveals strong rotational level per-

turbation, and that accordingly the extraction of any

quantitative information is extremely difficult. This

confirms the statements of caution made above as to

quantitative data extraction in REMPI experiments.

In summary, REMPI spectroscopy is now well

established as a valuable method for investigating

the structure and, in favourable cases, the decay

dynamics ofmanyof the long-lived excited electronic

states (most notably Rydberg states) of small and

medium-sized gas-phase molecules. In addition, for

example, structural data for the resulting ions and/or

insight into molecular photoionization dynamics can

be obtained when the method of REMPI is combined

with kinetic energy analysis of the accompanying

photoelectrons (see Section 9.3).

A range of examples of applying REMPI to chemi-

cal reactions, and their dynamics, is provided in Parts

4 and 5.

9.3 Photoelectron detection

Instead of detecting the molecular ion one can ana-

lyse the electron liberated in the photoionization

process, aswas hinted at in Section 9.1. This approach

is well known to spectroscopists as photoelectron

spectroscopy. In photoelectron spectroscopy, a high-

energy photon source ionizes a molecule and the

kinetic energy of the recoiling photoelectrons is ana-

lysed, revealing the energy levels of the correspond-

ing ion.

The spectral resolution of photoelectron spectro-

scopy is limited for a number of technical reasons,

not least because of its moderate energy resolution

of � 10meVðffi 80 cm�1Þ. This is much less than

generally encountered with laser spectroscopy, by

about three orders of magnitude.
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Figure 9.6 Left:schematicvibrationaltermleveldiagramoftheX2�þ;B2�þandA2�statesofCaD,andthetwo-steptwo-colour
resonance ionization scheme (energy axis not to scale). Right: REMPI spectrum of the CaD(X; v00 ¼ 0! B,v0 ¼ 1) band,
and the spin splitting between F1 and F2 rotational sub-levels derived from P1/P2 and R1/R2 line pair differences
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The resolution of photoelectron spectroscopy was

dramatically improved when a threshold technique

called ZEKE spectroscopy was introduced. With this

technique, a tuneable laser is scanned over the

thresholds for the formation of specific ionic eigen-

states. The resulting photoelectrons possess very

low (‘zero’) kinetic energies and can be discrimin-

ated from higher kinetic energy electrons, which are

also produced as the photo-excitation laser is scanned

over the ionic eigenstates.

There are basically two ways of achieving high-

resolution photoelectron spectra, differing in the

applied technique and the achievable resolution:

� For photon energies slightly above the threshold of
an ionic eigenstate, threshold photoelectrons are

formed and the technique is called threshold photo-

electron spectroscopy.

� For photon energies slightly below this threshold,

long-lived Rydberg states of the neutral parent

molecule are formed which can subsequently be

ionized by a pulsed electric field (see below); this

technique known as ZEKE spectroscopy.

Only the second and most commonly used approach

will be addressed here (see Chapter 18 for more

details).

ZEKE spectroscopy differs from both standard

and threshold photoelectron spectroscopy in that

molecular ionization is achieved in two successive

steps. In the first step, the molecule is excited to a

high-n Rydberg state (principal quantum number

n > 80). ZEKE spectroscopy relies on the properties

of these high-n Rydberg states, which exist in a very

narrow energy range just below the ionization

threshold of each ionic eigenstate. These states have

relatively long lifetimes, due to then3-scaling law, and

mixing with higher angular momentum states further

increases these lifetimes.

The electron, although extending spatially over

large distances, is still associated with the ion core,

and the system remains neutral. Consequently, the

long-lived high-n Rydberg states can be separated

from the fast-moving electrons simply by waiting

for a suitable time before analysing (i.e. ionizing)

the high-n states. This constitutes the second step,

subsequent to photopreparation. An electrical pulse

is applied after a time delay of normally a few

microseconds and this induces field ionization of the

high-n Rydberg states. This is termed pulsed field

ionization (PFI).

A ZEKE spectrum is thus acquired by recording

the yield of electrons, produced by PFI, when the

photo-excitation laser is scanned across successive

ionization thresholds. The resolution obtainable

by ZEKE spectroscopy is of the order

10�1�10�3 cm�1, which is governed by the line

width of pulsed, tuneable lasers; with CW lasers,

even sub-Doppler resolution is now achievable. This

is sufficient to resolve rotational structure, even with

many polyatomic species, and thus enable the deter-

mination of molecular ion structures.

The first ZEKE experiments were carried out

in the mid-1980s (Müller-Dethlefs et al., 1984);

now, the technique has become a widely used,

high-resolution spectroscopy method for the study

of cations, anions and, indirectly through these

species, of neutrals. This also includes very short-

lived intermediates in chemical reactions and, as

such, has even yielded the first direct spectro-

scopic data on elusive transition states of chemical

reactions.

Experimental arrangement for zero kinetic
energy spectroscopy

The experimental arrangement for ZEKE spectro-

scopy is depicted in Figure 9.7. A molecule is nor-

mally excited via (1þ 10) or (2þ 10) processes,

through a resonant intermediate state, to the desired

high-n Rydberg states. The ZEKE electrons are

experimentally detected by PFI of these high-lying

ZEKE–Rydberg states. The principal aim is to differ-

entiate between near-threshold electrons and the

others with kinetic energy. This is done as follows:

� Prompt electrons with kinetic energy are first deflec-

ted out of the extraction volume, typically by aweak

electric field; fields of about 10–100 mV cm�1 are

sufficient to remove these prompt electrons.

� The ZEKE electrons produced by PFI can be dis-

tinguished from kinetic electrons using steric and

TOF separation principles.
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The excitedhigh-nRydberg stateswill initially have

low electronic angular momentum (due to selection

rulerestrictions),but thesestatesare thenrapidlymixed

with higher angular momentum states by the electric

field produced by the other ions that are present (i.e.

those formedwhennon-ZEKEelectrons are produced)

and the weak electric fields produced by surface char-

ging (contact potentials). This is similar to the pro-

cesses involved in Rydberg-tagging, described in

detail in Chapter 17. These high angular momentum

Rydberg states have a relatively long lifetime, and the

extraction pulse can be delayed by several microse-

conds without any significant loss of the excited Ryd-

berg states. In effect, the ZEKE electrons have been

immobilized in a high Rydberg (neutral) state, which

prevents them drifting away from the extraction zone.

The application of an extraction pulse, (typically 1–

10 V cm�1) is sufficient to field-ionize these high-n

Rydberg states and release the ‘ZEKE electrons’.

This approach, termedPFI–ZEKEphotoelectron spec-

troscopy is now the most widely used method, as it

greatly simplifies the experimental procedure. How-

ever, it cannot be used for the study of negative ions as

they do not possess Rydberg excited states, and thus

true ZEKE electrons must be collected. This requires

verycarefulminimizationof strayelectricfields; there-

fore, it is experimentally more difficult to measure

photodetachment thresholds for negative ions.

Clearly, when PFI is used, the ionization energy

measured must be corrected for the small shift

induced by the field. This will typically be of the

order of a few wave numbers and can be determined

experimentally, or calculated (�v ¼ 4
ffiffiffiffi
F
p

). It is the

high precision with which the ionization energy can

be measured that necessitates this small correction.

Indeed, the need for such a correction was not

appreciated in the early pioneering work with ZEKE

photoelectron spectroscopy, and this led to an inter-

esting controversy over the ionization energy of the

molecule NO, one of the few molecules for which

the ionization energy had previously been determined

with a sufficient level of precision.

A simple example (Nþ2 ), demonstrating the super-

iority of ZEKE spectroscopy over standard photo-

electron spectroscopy is shown in Figure 9.8.

Clearly, the rotational levels in the Nþ2 ion ground

state (X2�þg ; v ¼ 0) are recognizable in the ZEKE

spectrum. Note the O-, Q- and S-branches, reflecting

the aforementioned preference for �J ¼ 0� 2 in

(1þ 10) REMPI excitation.

It should be noted that it is also possible to excite

ZEKEstatesandtoextract thecorrespondingions,rather

than the electrons; these are then analysed in a mass

spectrometer. In this case the method is called MATI

(mass-analysed threshold ionization). The advantage of

MATI spectroscopy is that mass resolution enables

unambiguous identification of the ionized species, as

well as allowing for the identification of fragmentation

pathways in the ion.

ZEKEandMATI spectroscopy, and some represen-

tative examples for their application, are discussed in

further detail in Chapter 18.
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Figure 9.7 Concept of experimental realization of ZEKE photoelectron spectroscopy
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9.4 Photoion imaging

The ultimate desirable outcome in any chemical

reaction dynamic experiment is the measurement of

flux–velocity contourmaps for quantum-state-selected

products from photofragmentation, or inelastic and

reactive collisions processes forwhich the initial state

is also well defined. From such contour maps, com-

plete information on the chemical process can be

deduced in favourable cases.

In addition to direct (TOF) measurements of the

scattered particles, spectroscopic techniques based

on the Doppler shift have been developed; how-

ever, those are normally limited to rather light

particles that move with high velocities. One of

the most elegant developments, which is based on

a combination of TOF and laser spectroscopic

methods, has been the introduction of ion imaging

techniques.

Photoion imaging is a method that allows for final-

state resolved analysis, and simultaneous detection

of all scattering angles and velocity distributions,

based on a single experimental geometry. Chandler

andHouston (1987) carried out the pioneering experi-

ment, in which they explored the photodissociation

dynamics ofmethyl iodide (see Chapter 23 for further

details).

The nature of the data that can be obtained provides

(qualitatively) a direct visualization method into the

core of state-resolved chemical reaction processes;

increasingly, the technique has become quantitative

and thus promises to deliver real insight into the exact

nature of chemical change.

In essence, ion-imaging detection of a chemical

reaction is achievedbycombining twowell-established

techniques. The spectroscopic technique of REMPI

(see Section 9.2) is used to determine product

quantum state distributions, and two-dimensional

TOF mass spectrometry ((TOFMS) using position-

sensitive detectors) gives access to 3Dvelocity (speed

and angular) distributions. The ion images are also

sensitive to the alignment of the products (e.g. with

respect to the laser polarization vector or in a suitable

external electric field), and information about such

alignment can be obtained from the analysis of the

related data.

Ingeneral,photolysisfragments recoil inmanydirec-

tions from the point where they are generated. If those

fragments have the same speed but different angular

directions, then in the statistical average theywill recoil

akin to expanding spheres. When the dissociation is

initiated by absorption of a photon from a linearly

polarized light source, the angular distribution of the

photofragments is likely to be anisotropic.

The velocity vectors of the fragments will be cor-

related with the laser polarization vector; the polar-

ization vector of the laser beam also defines a

laboratory-fixed coordinate frame. But one also has

to remember that, in the molecular reference frame,

the angular recoil distribution depends on the sym-

metries of the electronic (initial and final) states

involved in the absorption process, namely that the

relative orientation of the transition dipolemoment of

amolecule� and thedirectionof the laser polarization
vector (see Chapter 16 for details).

In order to measure the 3D velocity distributions,

ideally one would like to have a 3D spherical TOF

detector. However, commonly, TOF devices for

atomic and molecular ion (or electron) analysis are

1D single-point detectors. This means that the

charged particle is transported from the (point) loca-

tion, where it was generated, through a drift tube to

Figure 9.8 Comparisonbetweenthespectral resolution in
conventional photoelectron spectroscopy (only vibrational
structure observed) and ZEKE photoelectron spectroscopy
(rotational lines resolved), exemplified for Nþ2 : For experi-
mental details seeMerkt and Softley (1992).
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a (global) charged-sensitive detector, which collects

all arriving particles according to the selected charge

sign (i.e. positive ions, or negative ions and electrons).

However, the experimental approach discussed

now, namely that of ion imaging, allows one to derive

3D velocity distributions by measuring their 2D

projection in the image plane. The procedure utilized

in ion imaging is shown schematically in Figure 9.9.

In the figure, the simplest case of photodissociation,

and subsequent photoionization, in a molecular beam

is depicted.

Following photolysis, the nascent fragments

(these are more likely neutral than charged particles)

start to recoil. Depending on the excess photolysis

energy �E � h� � IE� Eint, kinetic energies of

substantial size can be encountered (Eint represents

any electronic, vibrational or rotational excitation of

the molecular fragments). Typical fragment recoil

speeds are of the order (1–10)� 103 m s�1, which

means that in a microsecond or so the spheres have

expanded to measurable sizes of a few millimetres in

diameter.

After a short time delay the fragment of interest is

state-selectively ionized. For this, usually a second

laser isusedwhosephotonenergy is tuned toa suitable

resonance transition for REMPI. The expansion of

the now ion spheres continues as before, since any

excess kinetic energy is basically carried away by

the photoelectron. However, the ion trajectories are

affected when an electric field is applied, which is

poled and tailored (ion optics) in such a way to

accelerate the ions towards the field-free TOF tube.

At the end of the flight tube the ions impinge upon

a position-sensitive charge detector. In general, such

a detector consists of a pair of chevron-type MCPs

coupled to a fast-reacting phosphor screen. The 2D

TOF profiles are recorded by imaging the light from

the phosphor screen onto a CCD camera.

Using the experimental set-up shown in Figure 9.9,

the information on the coordinate of the recoil

velocity parallel to the propagation direction of

the ion extraction (hereafter associated with the

z-coordinate) is seemingly ‘lost’; only the two velo-

city components perpendicular to the ion propagation

(x- and y-coordinates) are directly measured on the

detector. However, in ion imaging, the full initial 3D

distributions of the photofragments are projected on

to the face of a 2D position-sensitive detector. Then,

as long as the face of the detector is parallel to the

photolysis laser polarization vector, the initial 3D

product distributions can be reconstructed from

those 2D projections using a direct mathematical

transformation, the so-called inverse Abel trans-

formation (e.g. for details see Heck and Chandler

(1995)).

Photodissociation of a diatomic molecule is a

simpler process than the photolysis of a polyatomic

molecule because the two fragments formed in the

photolysis of adiatomiccannot possess internal vibra-

tional or rotational energy. Thus, a photolysis experi-

ment for a diatomic molecule has been selected as

an example to present the recording of ion images

conceptually, and to highlight what information can

be extracted from them.

The photodissociation of HI/DI by energetic UV

photons has been widely studied, both experimen-

tally and theoretically. This particular unimolecular

fragmentation reaction is of high importance because

it has often been used as a source of ‘hot’ H or

D atoms in the study of bimolecular reactions

CCD camera

phosphor screen

MCP

ToF tube

laser
beam(s)

molecular
beam(s) ion optics

Figure 9.9 Conceptual set-up for the realization of ion-
velocity imaging experiments. In photofragmentation, a
single molecular beam crosses the laser interaction–ion ex-
traction volume; in bimolecular reaction experiments,
crossedmolecular beams canbeused. The TOF tube is poten-
tial free and the ions drift freely. MCP: microchannel plate
(detector)
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involving hydrogen isotopes. Here, the case of DI

photolysis is discussed (e.g. fordetails seeMcDonnell

and Heck (1998)).

Molecular-beam TOF studies of the photodisso-

ciation of DI revealed that twomain product channels

are accessed when utilizing photons in the wave-

length range l ffi 200�250 nm

DI 1
Xþ

0

� �
�!h� Dþ I 2P3=2

� �
=I�ð2P1=2Þ

where I and I* are the ground and excited spin-orbit

states of iodine. The latter is about 0.9 eV in energy

above the iodine ground state. Dissociation intoDþ I

is initiated via a perpendicular transition (�� ¼ �1)
into the DI(1�1) state, whereas dissociation into

Dþ I* is initiated via a parallel transition (�� ¼ 0)

into the DI(3�0
þ) state.

The translational energies of the D atom will be

different and correspond to the two different spin-

orbit state energies of the accompanying iodine

atom. Assuming that the parent DI has negligible

internal energy, the nascent D atoms will have a

kinetic energy corresponding to

EkinðDÞ ¼ h� � EBDE � EkinðIÞ � EintðIÞ

For the experimental data shown in Figure 9.10,

a single laser source of wavelength l ¼ 205:2 nm
ðffi 6:04 eVÞ was employed, both to dissociate the DI

and to ionize the resulting D atoms via a (2þ 1)

REMPIscheme.Atthiswavelength,thephotolysispro-

duces two distinct rings observable in the images (as

shown in the centre of Figure 9.10). The outer ring cor-

responds to the production of ground-state iodine and

the inner ring to the production of excited-state iodine.

So, what information is inherent in the displayed

image, and others like it?

First, from themeasurement of the size of the rings,

and the arrival time of the ions at the detector, the

speed of the D atoms is easily determined (using the

inverse Abel-transformed images). The velocity dis-

tribution extracted from the displayed ion image is

shown in the lower right of Figure 9.10. The lower

velocity (and thus translational energy) for the Dþ I*

fragments is quite evident, and the rather highvelocity

values indicate a fragmentation excess energy.

Second, from this velocity measurement and

knowledge of the photolysis energy h�, the D–I

bond dissociation energy EBDE can be derived. A

value of EBDE � 9:05 eV (or � 24 955 cm�1) was

obtained in a range of experiments with varying

photolysis photon energy. In addition, the actual

branching ratio into the two product channels can be

extracted from the relative amplitudes of the two

peaks. Experiments have shown that this changes

with excitation energy.

Third, the angular distribution of product recoil

of the two channels can be plotted (lower left of
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Figure 9.10 Exampleof ion-velocitymappingof products
in a photofragmentation experiment. Top: photofragment
recoil for molecular transitions with � parallel or perpen-
dicular to the laser field polarization E, and subsequent
extraction of ionized fragments. Middle: inverse Abel-
transformed image of the velocity distribution of ionized
D atoms produced in the photolysis of DI at l ¼ 205 nm.
Bottom: angular and velocity distributions extracted from
the ion image map for the Dþ I and Dþ I* fragmentation
channels. Data adapted from McDonnell and Heck; J. Mass
Spectrom., 1998, 33: 415, with permission of John Wiley &
Sons Ltd
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Figure 9.10), from which the character of the transi-

tion can be determined, and whether the process was

a direct or indirect one (associated with the so-called

anisotropy parameter b); see Chapter 16 for a

detailed treatment of angular distributions follow-

ing photofragmentation.

Further examples for ion imaging ofmore complex

processes, like photofragmentation of polyatomic

molecules or bimolecular reactions, are discussed in

Parts 4 and 5, including state-of-the-art experiments

in which the reagents were pre-aligned by external

fields.
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PART 3
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As is evident from Figure 1.8 in Chapter 1, a large

number of the building blocks in a general laser

chemistry experiment encompass optical principles

and comprise optical components. These include the

transfer andmanipulation (intensity, spectral and tem-

poral characteristics) of light beams, significant parts

of the laser sources, and spectral analysis equipment.

Although it is well beyond the scope of this text-

book to discuss all these aspects exhaustively, we

think it is paramount to understand (or at least be

aware of) the phenomena, and problems, encountered

when carrying out a laser chemistry experiment or,

even more generally, any other experiment that

involves light delivery and observation paths. For

example, reflection from optical components is an

inherent problem, and even with the most strenuous

efforts one cannot avoid it completely, but at least one

may be able to minimize it or take its effect into

account during the course of an experiment and in

the analysis of measurement data.

Thus, in the chapters of Part 3 we provide an intro-

duction to the basic concepts of optical phenomena

and a description of routinely encountered optical

components (Chapters 10–12) and measurement

instrumentation (Chapter 13).

Finally, we will conclude with a short summary of

signal processing and data acquisition, as far as they

are relevant in the context of this textbook (Chapter 14).
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10
Reflection, Refraction and

Diffraction

In this chapter, the basic concepts of optics are dis-

cussed and relevant components that are routinely

encountered in laser chemistry experiments are

described. For in-depth discussion of the details for

individual processes and devices, the relevant text-

books should be consulted (see the Further Reading

list).

10.1 Selected properties of optical
materials and light waves

As indicated in the introductory remarks to this chap-

ter, significant parts of the equipment for laser chem-

istry experiments are related to the transport of light

between locations and the manipulation of the light

beams by optical components. Thus, it is useful to

discuss briefly some basic concepts involving the

interaction of light with optical components in

the beam path, to elucidate the general properties of

the materials used and the light waves themselves.

Light wave–optical substrate interaction

One main aspect in the interaction of light (specifi-

cally laser light) with matter is the nature of this

interaction, including the important question of

whether the matter undergoes physical or chemical

changes during this interaction. Indeed, the latter is

the central theme of this textbook, in the context of

laser-induced or laser-probed chemical processes.

The second aspect is how the light is involved in the

interaction, and whether the said interaction can be

used to advantage in the controlled manipulation of

light.

In finding answers to these questions, one may

contemplate some phenomena encountered in every-

day life. For example, in general, (visible) light will

not pass through the wall of a house, but it is trans-

mitted through a window; one also notices that some

windows introduce noticeable distortion in what we

see.When lookingatflat surfaces, somegenerateclear

images of objects in front of them, whereas other

surfaces show distorted images; and the images may

exhibit colours different to those of the original.

Furthermore, some surfaces seem to be darker than

their surroundings, whereas other surfaces appear as

bright, or even brighter.

Summing up these observations and combining

them into a common scheme, one arrives at the situa-

tion depicted in Figure 10.1. Basically, one finds that

an incoming light wave undergoes reflection, refrac-

tion, diffraction and attenuation (absorption and

scattering).

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
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In a passive system (i.e. one in which no external

energyother than the lightwave itself and the inherent

thermal energy of the environment is added) energy is

conserved. This means that the sum of the aforemen-

tioned four processes affecting the intensity of the

incoming light beam has to be equal to the initial

light intensity I0:

I0 ¼ Ireflected þ ðIrefracted þ IattenuatedÞ þ Idiffracted

Often, this is written in a form that normalizes the

individual contributions to the incident light intensity

I0, namely

1 ¼ ðIR=I0Þ þ ðIT=I0Þ þ ðID=I0Þ ¼ Rþ T þ D

with the abbreviations IR � Ireflected; IT � ðIrefractedþ
IattenuatedÞ and ID � Idiffracted (note that the brackets

indicate that the two fractions are associated with

each other: the refracted beam travels inside a med-

ium and thus experiences attenuation).

Of course, the relative fractions channelled into the

individual processes are functions of the material

properties. The basic principles behind the individual

effects, and how common optical components

encountered in laser chemistry experiments make

use of them, or are influential in their performance,

are outlined in the sections below.

Properties of optical materials

Of thehundredsofdifferentopticalmaterials, for laser

chemistry experiments; normally just a handful of

materials is used. Notably, a material must transmit

at the wavelength of interest if it is to be used for a

transmissive component (e.g. windows, lenses,

prisms, etc.). The wavelength-specific transmittance

T allows the attenuation of light, at particular wave-

lengths, caused by internal material properties and

external loss mechanisms, to be estimated. In addi-

tion, the index of refraction and its rate of changewith

wavelength (i.e. dispersion) also require careful con-

sideration. On the other hand, the internal attenuation

properties of an optical material may be of little or no

consequence if the substrate material is used to serve,

for example, as a reflective optical element; then, the

(wavelength-dependent) reflectivity R is of impor-

tance. Some relevant details on reflection, refraction

and transmission, and the related optical components,

are given in Section 10.2.

OPTICAL
COMPONENT

reflected
intensity

IR

incident light 
intensity

I0

refracted
intensity

transmitted
intensity

IT

attenuation through
absorption and scattering

Z

Ibeam

0                  d Z

X,Y

Ibeam

diffracted
intensity

“edge
obstacle”

Figure 10.1 Schematic of the effects that alter the intensity and direction of a light beam incident on an optical
component. The fractions channelled into individual contributions depend on the properties of the component material
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In general, the main parameters describing these

properties are interlinked, and the formulae that con-

nect them can be found in standard textbooks on

optics. Here, we summarize only a few important

aspects.

Light transmission through an optical
component

One defines the quantity transmittance T as the frac-

tion of the incident light that emerges from an optical

component, i.e. T ¼ IT=I0. Then external transmit-

tanceText is the single-pass transmittance of anoptical

element including all effects that remove light inten-

sity from the incoming beam, and internal transmit-

tance Tint is the single-pass transmittance in the

absence of any surface reflection losses (i.e. transmit-

tance of the material only). External transmittance is

of paramount importancewhenselectingoptical com-

ponents, which have to be placed in the path of the

light beam.

IfTint is the internal transmittance andT1 andT2 are

respectively the single-pass transmittances of the first

andsecondsurfacesof theoptical component, then the

overall external transmittance Text is given by

Text ¼ T1T2Tint ¼ T1T2 expð�adzÞ

where a is the absorption coefficient of the compo-

nent’smaterial anddz is its thickness in thedirectionof

light propagation. This expression allows for the pos-

sibility that the surfaces of the optical component

might have unequal transmittances (e.g. one is coated

and the other is not; see Section 11.5 for thin film

coatings) or themedia on either side of the component

are different (e.g. air on one side, vacuum on the

other).

As stated earlier, the internal losses are caused by

absorption and scattering in the medium. The amount

of light absorbed isdependentupon thecharacteristics

of thematerial and its thickness. Optical components,

suchas lensesandwindows, aremadeofmaterials that

absorb very little of the light energy in thewavelength

regionwithinwhich they are designed to function. On

the other hand, optical filters are designed to transmit

only light within a particular wavelength interval.

Obviously, any increase in the thickness of the absorb-

ing material will decrease the irradiance of the trans-

mitted light, according to Tint ¼ expð�adzÞ. This

exponential law of attenuation (Beer’s extinction

law)wasdiscussed inChapter 6.Note that the external

losses to the light transmission can be calculated from

the refractive index of the optical material and its

ambient environment (e.g. air, a buffer gas or

vacuum); for a discussion of these losses see Section

10.2. Figure 10.2 shows the transmission curves for
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osilicate glass (BK7), fused silica (FS) and calcium fluoride (CaF2). Left: external transmission (light reduced by the sum
of internal loss Lint ¼ 1� Tint) and the reflection loss R at each surface); Right: internal transmission. Note that the dips
in the FS transmission curve correspond to OH absorption bands
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some of the most common optical materials (BK7

glass, fused silica and CaF2).

Reflection of light from an optical
component

As has been pointed out at the beginning of this

chapter every surface reflects some fraction of a

light beam impinging on it. If one wished that the

process of reflectionmaintainsdirectional beamprop-

erties, then the surface has to be very flat (polished),

normally to a flatness of less than the wavelength of

the light undergoing reflection.

In order to achieve a high degree of reflectivity

Rð¼ IR=I0Þ, flat metal surfaces are used. But rather

than polishing solid blocks of metal (normally the

achievable surface flatness is poor), metallic highly

reflectivemirrors are usuallymade from thin layers of

the metal on a high-quality glass substrate. The most

common elements for metal coatings are aluminium,

silver or gold. The useful reflectivity (at least

R > 50%) of aluminium reaches down to close to

100 nm, whereas those of silver and gold drop off

significantly below about 350 nm and 500 nm respec-

tively. Over the visible range (400–700 nm) silver has

the highest average reflectivity. All three reflective

coatings extend far into the IR, with gold having the

overall highest reflectivity in the IR. Some average

reflectivity data are collected in Table 10.1.

Themetal coatings, usually beingonly a fewmicro-

metres thick, are prone to oxidation and mechanical

damage (scratching). Therefore, in order to prevent

such damage, themetal coating is often protected by a

thin overcoat of (normally) SiO2 (or MgF2 in the

VUV).

It should be noted that higher reflectivities than

those from standard metal coatings can be achieved

when using dielectric thin-film coatings (see Section

11.5); however, those are normally only suitable for

relatively narrow ranges of wavelengths, particularly

in the IR.

Other material properties and component
maintenance

It should be noted that, besides the immediately

evident properties affecting light rays, just high-

lighted above, a few other physical and chemical

phenomena require consideration.

Thermal effects, such as extreme heat or cold, or

rapid changes in temperature, can cause temporary

or permanent changes in the physical characteris-

tics of optical materials. The critical material char-

acteristics are melting temperature and coefficient

of thermal expansion. For example, thermal expan-

sion of a material can be particularly important in

applications in which the optical component is

subjected to localized heating, caused by high

laser light power. As a result, non-uniform mate-

rial density introduces distortion of the beam paths

(e.g. thermal lensing).

Mechanical characteristics of a material are often

significant. Depending on how easy it is to fabricate

the material into shape (e.g. curvature of a lens, flat-

ness of a window), product costs can differ substan-

tially between materials. But more importantly,

resistance against damage (e.g. surface scratching)

is critical, in the case that the component requires

frequent cleaning. For example, scratches in the sur-

face (acting like a slit) will cause diffraction (see

Section 10.7 for details on diffraction at obstacles).

Thus, care has to be taken to minimize abrasion by

particles in the air (dust) and that appropriate, special

tissue is used during cleaning (however, even soft

cleaning cloths can cause scratches).

Also, one should keep in mind that optical compo-

nents could suffer damage, either at the surface or

internally, by exposure to very high laser power den-

sities. The subject of laser damage to optical compo-

nents is beyond the scope of this section; it is sufficient

here to note that this damagemechanism exists and to

Table 10.1 Reflectivepropertiesofmetal coatings,witha
protective layer of SiO2

Coating Average reflectivityRave inwavelength

material range

400–700 nm 700–2000 nm 2000–10 000 nm

Aluminium >0.870 >0.850a >0.960
Silver >0.960 >0.975 >0.980
Gold – >0.970 >0.985

aIntherange750–950 nmthereflectivityofaluminiumdipstowarda
minimumof�0.7 at 850 nm.
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seek additional information on the subject, if the

possibility of the condition exists.

Finally, the material’s ability to withstand high

differentials in pressure is important for optical

components used in connection with vacuum cham-

bers (transition from ambient to very low pressures).

As with mechanical characteristics, chemical

characteristics should be taken into account for

optics used in harsh conditions. Characteristics,

such as resistance to acids, can severely affect

durability; and elements made from hygroscopic

materials (such materials are sometimes used for

IR light applications) might cloud over due to

hydroxide corrosion. In addition, the surface of a

component can become contaminated from its

exposure to polluted atmospheres (e.g. generating

chemical films) or grease.

Regardless of all these remarks, themost important

properties of an optical material are, by and large,

internal and external transmittance, surface reflec-

tance, and its refractive index; however, the non-

optical properties are also important when incor-

porating them into specific experimental set-ups.

Some of the properties and characteristics of com-

mon optical materials are summarized in Table 10.2.

10.2 Reflection and refraction
at a plane surface

When light strikes the surface of any object, some of

the light is reflected, the object absorbs some, and

some is transmitted through the object, as highlighted

above. For simplicity, in the following treatment we

will assume that the (refracted) transmitted light does

not suffer absorption losses, so that we can concen-

trate solely on the refractive action experienced by the

light travelling across the boundary between two

optical media.

The amount of light reflected by a material surface

depends on:

� the chemical and physical nature of the reflecting

surface (composition, structure, density, etc.);

� the physical texture of the reflecting surface

(smooth/polished or rough, regular or irregular,

etc.);

� the wavelength and polarization of the light;

� the angle of incidence at which a light beam strikes

the surface.

The reflection from a high-quality surface

(polished to a high degree of flatness) is called ‘spec-

ular’, which means that any light rays striking the

surface are reflected from it following the law of

reflection, i.e. yi ¼ yr. This is shown schematically

inFigure10.3a. Surfaces that are ‘rough’ and irregular

reflect light in random directions; this diffuse reflec-

tion is depicted in Figure 10.3b. Note that in the figure

the material is depicted as being non-transparent.

Only part of the lightwill be reflected for a real optical

glass surface, with the remainder being transmitted

through the material.

Refraction at a plane surface: Snell’s law

When a light beam strikes the surface of a transparent

material at an angle other than normal incidence, one

observes that the beam changes direction whilst con-

tinuing to travel through the medium, as shown in

Figure 10.4a. The light beam is then said to undergo

refraction.

The angle of incidence y1ð� yiÞ and the angle of

refraction y2ð� ytÞ are measured between individual

light rays and the normal to the surface. Mathemati-

cally, the relationship between the angle of incidence

and the angle of refraction is described by Snell’s law

n1 sin y1 ¼ n2 sin y2 ð10:1Þ

Table 10.2 Selected properties of opticalmaterials

Thermal

Refractive Internal expansion

index transmission coefficient

Material (at 532 nm) range (nm) (10�6 K�1)

BK7glass 1.5195 330–2100 7.50

Fused silica 1.4607 185–2500 0.54

CaF2 1.4352 170–7800 18.85
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with n1 and n2 being the refractive indices of the two

media, here air (n1 ¼ nair) and glass (n2 ¼ nglass)

respectively. Note that reflection from the boundary

between two optical media of different refractive

index can never be neglected in the interaction pro-

cess, and to account for this the specular reflection law

is also incorporated in Figure 10.4a.

The actual fractions of light channelled into the

reflected and refracted beams depend critically on

the polarization of the incident light beam. For the

present discussion it is helpful to define two linear,

orthogonal (mutually perpendicular) polarization

directions (see Section 10.5 for the definition of

polarization direction), one with the E-field oscil-

lating in the plane of incidence perpendicular to

the beam propagation direction (indicated by the

short arrows in Figure 10.5) and the other with

the E-field oscillating in and out of the plane

of incidence, also perpendicular to the beam

propagation direction (indicated by the dots in

Figure 10.5), perpendicular to the plane of the

page. Note that in the figure the plane of incidence

normal

θi θr=

IR

I0

smooth polished surface

normal

“rough” surface

I0

SPECULAR REFLECTION DIFFUSE REFLECTION

Figure 10.3 ‘Specular’ reflection from a smooth, polished mirror surface (left) and diffuse reflection from a rough, irregular
surface (right)
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is the plane of the paper. These two specific polar-

ization directions are normally addressed as p- and

s-polarizations respectively. Alternatively, the two

polarizations are also known as parallel (Ejj) and

perpendicular (E?) polarization.
Note that any linear polarized beam, with arbitrary

polarization direction, can be split into the two special

components just highlighted (p and s). How much of

the incident light intensity, as a function of angle of

incidence, is reflected and refracted for p- and s-

polarized light is shown in Figure 10.4b. As before,

when normalizing with respect to the incident light

intensity I0, one deals with the reflectivity R ¼ IR=I0
and the transmittance T ¼ IT=I0, withRþ T ¼ 1 (for

hypothetically lossless media).

One observes that, with increasing angle of inci-

dence, the light intensity channelled into the reflected

beam increases from a small finite value at perpendi-

cular incidence to complete reflection when approach-

ing 90� (grazing incidence). For p-polarization one

observes that the reflectivity first decreases, reaching

a (theoretical) minimum of zero, before rapidly

approaching complete reflection at 90�. The angle at

which this minimum occurs is called the Brewster

angle yB and is given by

yB ¼ tan�1ðn2=n1Þ ð10:2Þ

The inset in Figure 10.4b shows quite dramatically

that, over a few degrees either side of the Brewster

minimum, the reflected intensity is smaller than

0.25%. The absence of the p-polarization component

in the reflectedbeamat theBrewster angle is exploited

in low-loss laser set-ups (e.g. in HeNe and Ar ion

lasers; see Section 4.1) and for polarizing optics (see

Section 11.3).

The reflectivity of light striking the surface perpen-

dicularly R? is independent of the polarization and

can easily be calculated from the refractive indices of

the two materials. One finds that

R? ¼
ðn1 � n2Þ2

ðn1 þ n2Þ2

Theactual intensities channelled into the reflectedand

refracted beams, as displayed in Figure 10.4b, can be

calculated from the so-called Fresnel equations,

which are used to describe the field amplitudes of

waves at dielectric interfaces (see Box 10.1).

Total internal reflection

The situation depicted in Figure 10.4, where the light

beampasses fromair intoglass (withnglass > nair), can

be reversed with the beam now passing from glass to

air. The only apparent difference seems to be that, in

this case, the transmittedbeamisdiffractedaway from

the surface normal instead of experiencing refraction

toward the surfacenormal.However,oncloser inspec-

tion, one encounters a significant difference. As

the angle of incidence approaches a specific angle,

s- and p-
polarisation

only
s-polarisation

θi = θr
≡ θB

θi = θr

IR

ITs- and p-
polarisation

I0

(a)

(b)

θi
≡ θB

only
p-polarisation

complete
transmission

(c)

Figure 10.5 Refraction and reflection of waves with
both s- and p-polarization components: (a) general case;
(b) at the Brewster angle only the s-polarization compo-
nent is partially reflected; (c) at the Brewster angle the
p-polarization component is fully transmitted
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denoted the critical angle yc, the refracted beam

emerges ever closer to being parallel to the surface

(i.e. yr ¼ 90�); see Figure 10.6a.
As soon as the incident ray surpasses this critical

angle, the light is completely reflected and none

emerges into the air. Referring to Snell’s law (Equa-

tion (10.1)), this would mean that an angle of inci-

dence, y1 ¼ yi, had been chosen for which no real

angle y2 ¼ yr exists. The critical angle yc can be

calculated from the relation

yc ¼ sin�1ðn2=n1Þ for n2 < n1 ð10:3Þ
Because this total reflection effect is encountered

when the light passes from inside a dense medium

(here glass) into a less dense medium (here air) it is

frequently termed total internal reflection. The reflec-

tion behaviour for p- and s-polarized light is shown in

Figure 10.6b and the reflection characteristic mimics

Box 10.1

Fresnel’s equations

The amplitudes of the reflected and transmitted

(refracted) fractions of an incident E-field are

related via Fresnel’s equations. From these equa-

tions, the reflected and transmitted intensities can

be calculated from I ¼ jEj2. In the treatment

summarized here, all optical properties in the

two media are governed by the indices of refrac-

tion,n1 andn2. Inhomogeneities at the surfaceand

in the bulk are neglected. Note that the actual

formsof Fresnel’s equationsdepend in their detail

on the initial definition of the (positive) field com-

ponent (see Figure 10.B1 for these definitions).

In Fresnel’s equations the refraction angle

y2 is calculated from Snell’s law. The equa-

tions are valid as long as y2 is a real angle.

This is always correct for external reflection

(n1 < n2), whereas for internal reflection, with

n1 > n2, the equations are only valid for angles

of incidence less than the critical angle, i.e.

y1 < yc.
Note that the phase shifts of the wave com-

ponents can also be calculated, but these

calculations are not included here. For further

details on Fresnel’s equations (amplitudes and

phase shifts of waves), see Guenther (1990)

and CVI-Laser (Technical Tips, 2005) for

example.

Figure 10.B1 Definitions of the plane of incidence and
the electric field components for s- and p-polarization
components, Es and Ep, as used in the Fresnel’s equations
for dielectric media interface. The indices (i), (r) and (t)
denote the incident, reflected and transmitted beam
fractions

Description Fresnel equation

p-polarization

E-field

transmissivity

tp ¼
EpðtÞ
EpðiÞ

¼ 2n1 cos y1
n2 cos y1 þ n1 cos y2

s-polarization

E-field

transmissivity

ts ¼
EsðtÞ
EsðiÞ

¼ 2n1 cos y1
n1 cos y1 þ n2 cos y2

p-polarization

E-field

reflectivity

rp ¼
EpðrÞ
EpðiÞ

¼ n2 cos y1 � n1 cos y2
n2 cos y1 þ n1 cos y2

s-polarization

E-field

reflectivity

rs ¼
EsðrÞ
EsðiÞ

¼ n1 cos y1 � n2 cos y2
n1 cos y1 þ n2 cos y2

p-polarization light

intensity

reflectivity
Rp ¼

tan2ðy1 � y2Þ
tan2ðy1 þ y2Þ

s-polarization light

intensity

reflectivity
Rs ¼

sin2ðy1 � y2Þ
sin2ðy1 þ y2Þ
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that forexternal reflection, shown in Figure 10.4b, but

is compressed to the range below the critical angle.As

for the case of external reflection, a Brewster angle

also exists (associated with yB of Equation (10.2), but
now for n1 > n2).

Note that internal reflection is not only possible for

the specific example of a glass–air interface, but also

for all dielectric media boundaries for which the light

passes from one medium into another medium where

n1 > n2. Total internal reflection is exploited in the

use of prisms for beam-steering applications (see

below) and in optical fibres (see Chapter 12).

Light transmission through parallel-face
windows: beam displacement

When a light beam passes through a slab of an optical

material, such as awindowwith parallel surfaces, one

has to combine the two cases just discussed. First, the

light beam passes from air into glass (external reflec-

tion) and then it leaves theglass again into air (internal

reflection), as is shown schematically in Figure 10.7.

As Figure 10.7 shows, one observes a displacement

D of the incident light beam after passage through the

dielectric (glass) medium. This displacement can be

calculated from the expression

D ’ dz sin yi
n2 � n1

n2

� �

wheredz is the thickness of the opticalmaterial,n2 and

n1 are the refractive indices of the glass medium and

air respectively, and yi is the angle of incidence.

10.3 Light transmission through
prisms

Prisms are dielectric components whose plane sur-

faces are tilted with respect to one another. Primarily,

prismschange thepathofpartorall of a lightbeamthat

is transmitted through it. They can be classified as

follows:

� prisms that are used to deviate a light path by

refraction;

θ2 (≡ θt )

n1 ( ≡ nglass )

n2 ( ≡ nair )

angle of
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Figure 10.6 Refraction (Snell’s law) and (internal) reflection at a glass–air dielectric interface. The graph depicts the
reflectivity for BK7-glass for 532 nm(n532 ¼ 1:5195), for both s- andp-polarization components. The locations of theBrewster
angleyB and the critical angle for total internal reflection yc are indicated

dz

D

normal

θi

Figure 10.7 Lateral displacement D of a light beam
traversing a dielectric medium of thickness dz
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� prisms that are used to disperse (separate) light into

its frequency/wavelength components;

� prisms that are used to deviate light by reflection,

and/or to rotate an image;

� prisms that are used to separate polarization com-

ponents of a light beam.

Here, we will discuss the two most common types of

prism, namely (i) 60�-prisms used for light dispersion

and (ii) prisms used as total reflectors.

Prisms used to disperse light by refraction

The entrance and exit plane surfaces of a prism are

inclined at the so-called apex angle a (most com-

monly 60�), so that the deviation produced by the

first surface is not cancelled by that of the second

(as is the case for parallel-face windows; see Fig-

ure 10.7) but is increased further. The full path of a

light beam refracted through a prism is traced in

Figure 10.8.

From Snell’s law, in terms of the angles shown in

Figure 10.8, one finds that

sin y1
sin y2

¼ n2

n1
¼ sin y4

sin y3

The incident beam isdeviatedby the angleb at thefirst
surface and by a further amount g at the second sur-

face. The total angle of deviation d between the inci-
dent and emergent beams is the sum of the two

deviation angles at the individual surfaces, b and g.
Using trigonometry, the deviation angle d can be

related to the incident angle y1, the emergent angle

y4, and the apex angle a of the prism:

d ¼ y1 þ y4 � a

It should be noted that, for convenience (but not

exclusively), a refracting prism is normally used in

the so-called minimum deviation configuration. This

is the case if the incident and emergent angles are

equal, i.e. y1 ¼ y4.
It wasmentioned earlier that the index of refraction

of glass, here associated with n2, varies with wave-

length. For the majority of transparent optical materi-

als, the index of refraction increases slightly as the

wavelength decreases. The index of refraction for

BK7borosilicate glass for a few selectedwavelengths

in the visible part of the spectrum is summarized in

Table 10.3. Consequently, the angle of deviation d
derived fromSnell’s lawvaries aswell, which leads to

δred δviolet

α

“white”
light red

yellow
green

blue
violet

θ1 δ

θ2

θ3

θ4

γ
α

β

incident
beam

original

beam direction

deviated
beam di er ction

⊥
⊥

WAVELENGTH-DEPENDENT
REFRACTION

BEAM DEVIATION BY
REFRACTION

Figure 10.8 Dispersing prism. Top: concept of beam
deviation in a prism with hypotenuses angle a all other
relevant angles are indicated (for details see text).
Bottom: chromatic dispersion by a prism

Table 10.3 Index of refraction for BK7 borosilicate glass,
for selected ‘colours’/wavelengths

Wavelength Indexof

Colour Source (nm) refraction, n2

Red hydrogenHa-line 656 1.51432

Yellow sodiumD-lines 589 1.51673

Green Nd:YAG laser

(second harmonic) 532 1.51947

Blue Ar-ion laser 488 1.52224

Violet mercury line 436 1.52668
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a beam of violet light incident on a prism, at a given

angle, deviating more sharply from the direction

of incidence than a beam of red light incident at

the same angle. Thus, as shown in Figure 10.8, the

angle of deviation for red light dred is less than the

angle of deviation for violet light dviolet. The differ-

ence in these deviation angles, i.e. dviolet � dred, is a
measure of how strongly the prism disperses white

light. Note that, in general, the prism orientation is

adjusted so that the desired wavelength passes

through the prism near to the minimum deviation

angle (which is also associated with the shortest

path length through the optical medium).

Prisms used to redirect light
by reflection

Right-angle prisms (apex angle 90�) are basic prisms

that can be used to deviate a light path by reflection.

In this type of prism, one ormore of the plane surfaces

act as a mirror(s). The design and use of the prism is

such that the light beam incident upon the reflecting

surface exceeds the critical angle for total internal

reflection.

For example, if the light beam is incident nor-

mally on one of the apex surfaces, as shown in

Figure 10.9a, it strikes the prism base at 45�; this is
larger than the critical angle for BK7, i.e. yc ¼
41:2� (see Figure 10.6). The prism is thus a highly

efficient reflector, without the need for a reflective

coating, and redirects the light beam at right

angles.

A right-angle prism in which the light beam

enters through the face opposite the apex angle is

termed a Porro prism. On passage through the

prism, the light is reflected twice by total internal

reflection from the opposite faces and it subse-

quently exits from the same face through which it

entered (Figure 10.9b). Notice that a Porro prism

reverses an image in the plane in which the reflec-

tion takes place.

10.4 Light transmission through
lenses and imaging

An optical lens is a carefully ground (or moulded)

piece of optical glass in which either or both of the

lens’s surfaces are curved. Lenses bend light rays so

that they diverge or converge to form an ‘image’

and they constitute essential components in, for

example, telescopes and microscopes and many

other instruments in everyday use that employ opti-

cal components.

Conceptually, as with a prism, lenses are used to

change the direction of rays of light by refraction. In

fact, lenses might be thought of as being assembled

froma sequence of prism segments.When the number

of prisms is very large, the multiple straight-line seg-

ments begin to approach the curved surface of a lens

(this is the standard approach to the explanation of

lenses in textbooks on optics).

Types of lens

Alargevariety of typesof lens exist, but they all canbe

classified into two general classes according to the

effect they have on a parallel beam of light. These two

Figure 10.9 Prismusedasatotalreflector,exploitingtotal
internal reflection. Top: beam deviation by 90�. Bottom:
beamdeviation by 180� (note the image inversion)
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classes areconverging (also called ‘positive’, ‘plus’ or

‘convex’) and diverging (also known as ‘negative’,

‘minus’ or ‘concave’) lenses. Further subdivisions

of these two basic classes can be made according

to the curvature of the lens surfaces and the power

of the lens.

The curved surfaces of the majority of lenses

are spherical in shape, although not exclusively.

The most commonly used lens classes are shown in

Figure 10.10.

The most important parameter in describing a

(thin) lens is its focal length f. It is the distance of

the focal point F at which parallel rays of light

passing through the lens from one side are brought

together on theother, asmeasured fromavertical line

through the centre of the lens (see Figure 10.10

(top)). Note that the beam paths can be reversed

(from left to right, to right to left). Accordingly, a

second focal point F0 exists on the other side of the

lens and, for the associated focal lengths, one has in

general f ¼ f 0.
The focal point F of a concave lens is the point

where parallel rays of light seem to originate

(Figure 10.10 (middle)). As for convex lenses, a

symmetric focal point F0 exists on the other side of

the lens.

A second type of frequently used optical element is

the so-called cylindrical lens, so named because its

surfaces are cylindrical in shape, i.e. spherical in

one direction and linear in the other, as shown in

Figure 10.10 (bottom).

Imaging by a single (convex) lens

A single simple convex lens has a number of different

uses, dependingon thedistancesbetweenanobject, its

image and the position of the lens. The sequence of

cases shown in Figure 10.11 ranges from focusing a

source placed at infinity via reduced, equal-sized and

enlarged images to collimating (generating a parallel

beam of light) of a source placed in the focal point of

the lens.Note that a single lensgenerates real, inverted

images.

The so-called lens equation expresses the quan-

titative relationship between the object distance a,

the image distance b, and the focal length f of the

lens:

1

a
þ 1

b
¼ 1

f
ð10:4Þ

This equation is known as the Gaussian form of the

lens equation, and the Cartesian sign convention

has been applied, i.e. a is positive when the object

is ‘in front of the lens’; b is positive when a real

(inverted) image is formed and negative when a

virtual (upright) image is formed. The focal length

f is positive when the lens is convex and negative

when the lens is concave. Note that the basic lens

equation, Equation (10.4), does not apply to thick

lenses, but is only valid for thin lenses (a lens is

termed ‘thin’ if it can be characterized by a single

plane through the lens).

focussing

f

f

F

F

F’

F’

centre line
of lens

optical
axis

optical
axis

plano- bi-
convex        convex

plano- bi-
concave      concave

diverging

SPHERICAL  LENSES

CYLINDRICAL  LENSES

focal
line

Figure 10.10 Types of lens. Top: convex (focusing)
spherical lenses. Middle: concave (diverging) spherical
lenses. Bottom: convex (focussing) cylindrical lens
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Beam expanders/collimators: telescopes

In laser beammanipulation, twoof themost important

functions are beam expansion (enlarging the beam

diameter) and beam reduction (reducing the beam

diameter). As shown in Figure 10.12, there are

two different approaches to producing beam expan-

sion or beam reduction, both utilizing a combination

of two lenses.

Thefirst set-up comprises two convex lensesL1 and

L2. Note that the forward focal point F1 of lens L1

coincides with the rear focal point F2 of lens L2; see

Figure 10.12 (top). This type of beam expander/

collimator is often called a Keplerian beam expander

(its name is derived from the alleged inventor of the

refracting telescope, which closely resembles the

beam expander). The secondmethod uses a combina-

tion of a concave lens L1 followed by a convex lens

L2. Once again, the two foci F1 and F2 coincide. This

configuration is called aGalilean beam expander; see

Figure 10.12 (bottom).

In applications, in which high-powered lasers are

used, the secondmethod of beam expansion is the one

of choice. This is because the tiny beam spot size

created at the common focal point in a Keplerian

beam expander results in energy densities that may

behighenough to cause the air tobreakdownor ionize.

For either version of the two-lens beam expander/

collimator, the lateral magnification between the

entrance and exit beams of diameters D1 and D2

respectively is related to the focal lengths of the two

lenses, f1 and f2, by

M ¼ D2=D1 ¼ f2=f1

An important consequence of the beam expansion is

that, to a good approximation, the divergence angle of

the expanded beam is related to the divergence angle

of the incident unexpanded beam by

y2 ¼ y1=M

Both themagnification andbeamdivergence relations

assume that the beam expander is set up properly, i.e.

the distance between the centres (approximately) of

the lenses is equal to f1 þ f2. Note that for the diver-

ging lens in the Galilean telescope f1 is negative.

common focal

optical
axis

beam expansion
beam reduction

KEPLERIAN TELESCOPE

GALILEAN TELESCOPE

optical
axis

points F1 = F2

L1

L1
L2

L2

D1

D1

θ1

θ1

θ2

θ2

f1’ f2

f1

D2

D2

Figure 10.12 StandardKeplerian(top)andGalilean (bot-
tom) telescopes, used in reduction and expansion of beam
diameters. Relevant parameters are indicated

Figure 10.11 Principles of focusing, imaging and col-
limation, using convex, spherical lenses. The relation
between source location a image location b and the focal
points of the lens F=F 0 are indicated on the right
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Lens errors

Even with the best lenses, no perfect image is nor-

mally formed. In practice, lenses do not behave

exactly in accordance with the simple lens formula

given in Equation (10.4). In general, a faulty image

formation is caused by failure of all the incident light

rays from all individual points of the source to focus at

the correspondingpoint image in the imageplane.The

common types of defect in an image are, amongst

others, chromatic aberration, spherical aberration,

coma and astigmatism.

Rays of blue light are deviatedmore by aprism than

rays of red light. Simple lenses, working on the same

principle of refraction, behave in the same way, with

the result that blue light comes to a focus nearer to the

lens than red light. This defect is called chromatic

aberration of the lens.

When imaging an object, one finds that rays origi-

nating from points on the axis of a lens and passing

through a portion of the lens near the centre come to a

focus at a certain point on the axis of the lens, while

rays from this same object point that pass through the

lens nearer to the edge of the lens come to a different

focus point. The difference between these focal points

is commonlyknownas spherical aberrationof the lens.

Coma is a lens error restricted to ‘off-axis’ image

points. Conceptually, one can consider this effect as

spherical aberration of an oblique bundle of rays.

However, since the lens has no symmetry about a

line passing through the centre of the lens and an off-

axis point in the image, the effects of comaare complex

and unsymmetrical and will not be elucidated further.

Finally, astigmatism is a lens error similar to coma;

this type of lens error is found at the outer portions of

the field of view (far off-centre object points) in

uncorrected lenses. It causes the image of such an

object point, which in an ideal system would be a

circular point image, to blur into a diffuse circle,

elliptical patch, or line, depending upon the location

of the focal plane.

10.5 Imaging using curved mirrors

Instead of using transmissive optical components

(lenses) images can also be formed by using reflective

optics (curvedmirrors). The overall performance and

the mathematical treatment of constructing images

from curved mirrors (concave and convex) are very

similar to that for lenses. In particular, the lens equa-

tion, Equation (10.4), is valid for both types of optical

component. There are, however, a number of recog-

nizable differences:

� for lenses, the object and (real) image are on differ-

ent sides of the optical component, whereas for

mirrors they are on the same side (seeFigure 10.13);

� convex lenses and concave mirrors are equivalent,

as are concave lenses and convex mirrors;

� the radius of curvature R of a spherical mirror is

directly related to its focal length f by the identity

R ¼ 2f (this simple relationdoesnot hold for refrac-

tive lenses, for which the so-called Lensmaker’s

equation needs to be applied; e.g. see Guenther

(1990)).

As a concluding remark, we would like to note that

curved mirrors used in imaging systems suffer from

many of the same defects as lenses, including sphe-

rical aberration, coma, astigmatism, etc.

10.6 Superposition, interference
and diffraction of light waves

In our early science education we are frequently

taught that light propagates as straight beams, or

rays. The existence of shadows of obstacles, which

block a light source, seems to be a good proof of

that assumption. However, on close examination,

the same shadow reveals that in fact some light is

diverted outside the region predicted by rectilinear

beam propagation. This effect, known as diffrac-

tion, is a fundamental and inescapable phenom-

enon of physics. Although probably seen now and

then for centuries, historically diffraction was

recognized as something special only in the 17th

century, but it took about another 200 years until

Young finally recognized that diffraction patterns

were actually related to interference effects.
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Finally, it was Fresnel who fully explained these

patterns of dark and light regions observed in

diffraction, using wave theory. The associated for-

mulae are the so-called Fresnel–Kirchhoff diffrac-

tion integrals. Although Fresnel’s formalism is

valid for all kind of waves, the overall (mathema-

tical) problem is greatly simplified for light,

because of the wavelengths and distances involved:

by and large, only small changes in direction are

significant, and the results are relatively insensitive

to boundary conditions or polarization. Instead of

using the Fresnel–Kirchhoff theory, in most text-

books on optics a phenomenological approach to

the problem is taken, based on Huygens’s principle

(mathematically equivalent to a scalar wave ap-

proximation). Huygens’s principle states that each

point on a propagating wave front is an emitter of

secondary wavelets. Interference between the sec-

ondary wavelets gives rise to a fringe pattern that

rapidly decreases in intensity with increasing angle

from the initial direction of propagation. Although

Huygens’s principle provides a qualitative descrip-

tion of diffraction, detailed studies of wave theory

are required to understand the effects in full and to

quantify the results.

Superposition and interference
of light waves

Like all other electromagnetic waves, light waves

coinciding in time, at a particular location, are found

to obey the principle of superposition, i.e. their ampli-

tudes are additive, and they interfere with each other.

In most simple, introductory descriptions the phe-

nomena are treated using 1D waves. However, in

the majority of real-life experiments, the vector

properties of the light waves will be of importance,

e.g. the direction ofwave oscillation (i.e. the polariza-

tion) or the various propagation directions in space.

Consequently, the vectorial nature of light waves has

tobe carried through the interaction calculations,with

only very few cases of exception.

For the sakeof simplicity, herewewill only treat the

interactionbetween two individual, linearly polarized

lightwaves, describedbyE1¼ A1 cosðk1r�o1tþj1Þ

a

object image

image

CONVEX LENS
IMAGE

CONCAVE MIRROR
IMAGE

optical
axis

optical
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F

F ’ 2·F ’

2·F = R
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f ’f

b

F
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b

Figure 10.13 Principle of image formation using a spherical lens (top) and a spherical reflector (bottom) of the same
focal length f, here exemplified for a reduced-size image. The rays indicated are those required to construct the image
location and size graphically

10.6 SUPERPOSITION, INTERFERENCE AND DIFFRACTION OF LIGHT WAVES 159



and E2 ¼ A2 cosðk2r � o2t þ j2Þ; Ai and ki are the

amplitude and wave vectors respectively, and oi and

ji are the frequencies and phases of the waves

respectively. The two waves may converge to the

point of interaction along different directions in

space, and their planes of polarization may be

oriented arbitrarily in space, as shown schemati-

cally in Figure 10.14.

Although avery general treatment is possible, let us

assume here that the two waves have the same fre-

quency, i.e. o � o1 ¼ o2. In this case, constructive

(adding of amplitudes) anddestructive (subtraction of

amplitudes) interference is observed at the location of

interaction, depending on the total phase difference

arising from the combined path difference and the

initial phases between the two waves. The composite

amplitude averaged over an oscillation period is

constant with time, leading to the intensity distribu-

tion at the location of wave interference:

Itot ¼ I1 þ I2 þ 2
ffiffiffiffiffiffiffiffi
I1I2
p

cosðdÞ ð10:5Þ

where the Ii represent the intensities of an individual

singlewaveandd is the total phasedifferencebetween
the twowaves, which is d ¼ ðk1 � k2Þr þ ðj1 � j2Þ.
A brief mathematical summary leading to the inter-

ference intensity originating from the two (vectorial)

waves is provided in Box 10.2.

For a more rigorous treatment of wave superposi-

tion and interference, the reader is referred to general

textbooks on optics (see the Further Reading list).

Concepts of diffraction

An important parameter in diffraction theory is the so-

called Fresnel number of a diffracting system:

F ¼ a2

lR

where a is the size of the diffracting object, or ‘aper-

ture’, l is thewavelength of light, andR is the distance

from the aperture, at which the effect is being

observed. Depending on themagnitude of the Fresnel

number, qualitativelydifferent types of diffraction are

observed.

Fraunhofer diffraction, for which F ¼ 1, deals

with the limiting cases where the light approaching

the diffracting object is (nearly) parallel (plane-wave

illumination) and (nearly)monochromatic, andwhere

the image plane is at a distance that is large compared

with the size of the diffracting object (the so-called

far-field case).

Fresnel diffraction, for which F > 1, refers to the

general case where the restrictions imposed to treat

Fraunhofer diffraction are relaxed. Of course, mathe-

matically, this generalization makes the problem

much more complex, and only very few cases can be

treated in a reasonable empirical manner to explain

some observed phenomena. Primarily, Fresnel dif-

fraction addresses what happens to light in the

immediate neighbourhood of a diffracting object or

aperture. Consequently, Fresnel diffraction is nor-

mally of little importance in optical set-ups for laser

chemistry experiments, since the distance to the loca-

tion of light observation/interaction is, in general,

substantially larger than the dimension of the diffract-

ing element.

It should be noted that these two definitions are

oversimplified; in reality, the boundary between the

Fraunhofer and Fresnel approximations is not so

clear-cut, since the Fresnel-number criterion is a

rather crude delimiter. Regardless, for conceptual

reasons and simplicity, we only will discuss Fraun-

hofer diffraction here and restrict the principal

treatment to the two most commonly encountered

(useful) diffraction objects, namely an elongated

straight slit (e.g. as encountered in spectrometers)

and a circular aperture (pin holes, diaphragms, any

circular lens).

wave
fronts

A1

k1
k2

P

E1(t)
E2(t)

A2

wave
fronts

pol ra isation plane

Figure 10.14 Principle of interference of two linear
polarized waves, E1(t) and E2(t) with frequency o, for
observation at a crossing point P. Cases for the resulting
interference intensity are summarized in Box 10.2
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10.7 Diffraction by single and
multiple apertures

Diffraction by a circular aperture

The diffraction pattern resulting from a uniformly

illuminated circular aperture actually consists of a

central bright region, normally known as the Airy

disc,which is surroundedby anumber ofmuch fainter

rings. A circle of zero intensity separates each bright

ring. The intensity distribution in this pattern can be

described by

IðyÞ ¼ I0
2J1ðuÞ

u

� �2
ð10:6Þ

where I0 is the peak intensity in the image, J1ðuÞ is a
Bessel function of the first kind of order unity, and

u ¼ ðpD=lÞ sin y, where l is the wavelength of

light,D is the aperture diameter and y is the angular

Wave intensity at the point

Phase difference d Degree of interference of interference Itot

Waveswith equal frequency:o � o1 ¼ o2

ð2nÞp Full constructive interference I1 þ I2 þ 2
ffiffiffiffiffiffiffiffi
I1I2
p

ð¼ 4I for I1 ¼ I2Þ
(intensitymaxima Iþ)

ð2nþ 1Þp Full destructive interference (intensityminima I�) I1 þ I2 � 2
ffiffiffiffiffiffiffiffi
I1I2
p

ð¼ 0 for I1 ¼ I2Þ
Anyother value Partial interference I1 þ I2 þ 2

ffiffiffiffiffiffiffiffi
I1I2
p

cos d

Waveswith different frequency:o1 6¼ o2

Any Interference amplitudevaries over time, I� � ItotðtÞ � Iþ
with ‘beat’ frequencyo� ¼ o1 � o2

Box 10.2

Wave superposition and interference

For twowaves interfering at an observation point

P (see Figure 10.14) their total field Etot ¼
E1 þ E2 leads to the square (needed to derive

the intensity)

E2
tot ¼ E2

1 þ E2
2 þ 2E1 � E2

This then translates into the overall light inten-

sity at the location of interference,

Itot ¼ hE2
totiT ¼ hE2

1iT þ hE2
2iT þ 2hE1 � E2iT

¼ I1 þ I2 þ I12

Here, the intensities I1 and I2 are those for

the individualwaves, and I12 represents the inter-

ference term, and h. . .iT refers to the period-

average. Exploiting that hcos2ðotÞiT ¼ 0:5,
one finds

Ii ¼ 1
2
jAij2 and I12 ¼ jA1j � jA2j cosðdÞ

where the jAij are the absolute amplitude values

for the two waves and d represents the total

phase, i.e. d ¼ ðk1 � k2Þr þ ðj1 � j2Þ.
Depending on the relative phase difference

d, total constructive interference, total dest-

ructive interference and any intermediate case

between these two extrema are observed.

Important special cases arise if the amplitudes

of the two waves are equal, i.e. jA1j ¼ jA2j
and hence I1 ¼ I2 ¼ I. The total intensity at

the interference location P can be summarized

as follows:
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radius from the pattern’s maximum. The pattern and

the associated intensity distribution are shown in

Figure 10.15.

Fraunhofer diffraction at a circular aperture dic-

tates the fundamental limits of performance for

circular lenses. It is important to note that the

ultimate focal spot size d of a circular lens, pro-

duced from plane-wave (with wavelength l) illu-
mination of the lens, is

d ¼ 10:44lðf=DÞ

This limitation on the resolution of images by diffrac-

tion is quantified in terms of the so-called Rayleigh

criterion: the imaging process is said to be diffraction

limited when the first diffraction minimum of the

image of one source point coincides with the max-

imum of a neighbouring one. The numerical value for

the Rayleigh diffraction angle�yR, is

sinð�yRÞ ¼ 1:22l=d for a circular aperture

¼ l=d for a single slit

This is the best that can be done with the particular

sizes of apertures encountered in the overall system;

the related value for a narrow slit (see just below) is

provided for comparison.

Diffraction by single and multiple slits

As just stated, the phenomenonof diffraction involves

the spreading out of waves at obstacles (here a slit, or

multiple slits) that are of similar order of dimension as

the wavelength of the wave (for visible light a few

micrometres to a few millimetres).

Let us start with a single slit, which is the standard

aperture element in spectrographs. The principle

of how to explain diffraction at a slit is shown in

Figure 10.16. Light of wavelength l travelling from

locations symmetric to the (vertical) centre line of the

slit, as indicated by rays 1 and 2 from the two edges of

the slit (extreme rays), arrives at the observation plane

in phase and experiences constructive interference.

Although there is a progressive change in phase as one

chooses element pairs closer to the centre line, this

centre position is nevertheless the most favourable

location for constructive interference of light from

the entire slit and, therefore, exhibits the highest

light intensity.

Since diffraction represents the interference

between component rays within the slit area, inter-

ference minima, or dark fringes, occur when the path

difference�L between rays 3 and 4 is�L ¼ ml, with
m being an integer. This results from the fact that the

slit width always can be divided into an even number

of half-wavelength regions, which cancel each other

out (destructive interference).With increasing angley
to the vertical direction from the plane of the slit,

alternating maxima and minima in light intensity are

encountered. The intensity distribution in the diffrac-

tion pattern of a uniformly illuminated slit aperture is

described by

IðyÞ ¼ I0
sinðuÞ
u

� �2
with u ¼ ðpb=lÞ sin y

ð10:7Þ

where I0 is the peak intensity of the image in the

observation plane, l is the wavelength of light, b is

L

b

b

collimated
light beam

collimated
light beam

circular
aperture

slit
aperture

Figure 10.15 Diffraction pattern generated by narrow
apertures. Top: circular aperture (iris diaphragm) of dia-
meter b; bottom: slit aperture of width b
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the width of the slit and y is the angular distance from
the pattern’s central position.

The extrema of IðyÞ, i.e. the minima and maxima,

are found on differentiation, dIðyÞ=du ¼ 0. As a

result, the locations of theminima umin in the intensity

distribution function are found when sinðuÞ ¼ 0; this

could have been guessed immediately from Equation

(10.7). The zero-locations in the intensity distribution

function IðyÞ are at

umin ¼ mp ¼ ðpb=lÞ sin ym

From this, the angle ym for consecutiveminima can be

derived. A similarly simple relation for the locations

of the maxima umax does not exist, because they are

encounteredwhen tanðuÞ ¼ u; this is a transcendental

equation and can only be solved graphically or

numerically. The observed diffraction pattern and

the intensity distribution function IðyÞ are plotted on
the right of Figure 10.16; numerical values for the

locations of a few maxima are included in the plot.

Note that one of the characteristics of single-slit

diffraction is that the narrower the slit width thewider

is the spread of the diffraction pattern. Note also that

when the width of the slit remains constant but the

wavelength decreases, the diffraction pattern

increases in width. To finish the summary, an inter-

esting aspect is the following. In interference, con-

secutive maxima (fringes) are of equal intensity and

they are equally spaced; in contrast, in the single-slit

diffraction pattern, the central maximum exhibits the

highest intensity, with each successive bright fringe

becoming narrower and less intense.

We conclude this discussion of single apertures

with a brief comparison between diffraction at a linear

(slit) and a circular (iris diaphragm) aperture. As is

evident from Figures 10.15 and 10.16, and Equations

(10.6) and (10.7), the two diffraction patterns look

very similar, exhibiting linear and circular symmetry

respectively, and because of this there are some subtle

differences. Relevant values for this comparison are

summarized in Table 10.4.

Let us now contemplate the patterns of diffrac-

tion originating from N parallel slits, which are

spaced by distances d, of similar order as the slit

width. In the Fraunhofer diffraction limit consid-

ered here, the extent of the N-slit entity is nor-

mally still much smaller than the distance to the

15
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b

L b

= (2n)⋅λ for
minimum

Figure 10.16 Concept of constructing the diffraction pattern at a slit aperture. On the right of the figure the resulting
intensity distribution is shown, with the positions of the low-order minima and maxima indicated. Note that the lateral
location x on an observation screen, at distance L from the slit, is related to the parameter u in the intensity distribution
IðyÞ : x ¼ ðLl=pbÞu, with u as defined in Equation (10.7)
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location at which the diffraction pattern is

observed. Thus, overall, in a first approximation,

one expects a sort of superposition from all slits,

maintaining the overall shape of a single-slit dif-

fraction pattern. However, the light waves from

every slit will interfere with each other and pro-

duce additional interference fringes. Following the

arguments used in the construction of the pattern

of a single slit, the whole N-slit entity may be

viewed as one large, wide slit whose sub-segments

interfere with each other. Hence, they would gen-

erate a sequence of interference maxima and

minima narrower than that for a much narrower

slit. Figure 10.17 shows the resultant intensity

patterns, as seen on an observation screen, for a

few selected N-slit units.

Mathematically, the overall intensity pattern is

given by

IðyÞ ¼ I0
sinðuÞ
u

� �2
sinðNwÞ
N sinðwÞ

� �2
ð10:8Þ

with u ¼ ðpb=lÞ sin y andw ¼ ðpd=lÞ sin y. The first
multiplier of the equation describes the Fraunhofer

diffraction of one single slit and the secondmultiplier

describes the interference from N point sources. The

‘principal’ fringes (interference maxima) under the

single-slit envelope are encountered for w ¼ np,

which means that np ¼ d sin y; the value n is asso-

ciated with the diffraction order. The ‘secondary’

fringes of very low intensity occur for w ¼ 3p=2N,
5p=2N, . . . (which means a fringe spacing of

w ¼ p=N). Note that for very narrow slits the expres-

sion sin(u)/uffi1, and thefirst feworders of diffraction

are of similar intensity.

10.8 Diffraction gratings

If thenumber of slits increases tovery largevalues, i.e.

a fewhundred to several thousand slits permillimetre,

then the configuration is termed a grating. By and

large, gratings are the only practical implementation

of multiple-slit configurations.While so-called trans-

mission gratings are the logical evolution from the

multiple slits discussed above, reflective diffraction

gratings are more common in practice. They are

manufactured from a glass or polished metal surface

on which narrow, parallel grooves are cut; these

grooves act in the same way as slits. Note that, as an

alternative to these mechanically ‘ruled’ gratings,

gratings generated by non-mechanical means by

laser-interference writing are also used. The latter

are called ‘holographic’ gratings, but will not be dis-

cussed further.

Table 10.4 Comparison between diffraction patterns for circular and slit apertures of the same dimension b. The
relative intensities for the first minima and maxima, at locations umin and umax, are tabulated, together with the
integrated intensity within the bright ring/band areas. Variable u is as defined in Equations (10.7) and (10.8)

Intensity fraction

Min/max# umin IðyÞ=Iðy ¼ 0Þ umax IðyÞ=Iðy ¼ 0Þ in ring/band (%)

Circular aperture

n ¼ 0 0 1.0000 83.8

n ¼ 1 1.22p 0.0 1.64p 0.0175 7.2

n ¼ 2 2.23p 0.0 2.68p 0.0042 2.8

n ¼ 3 3.24p 0.0 3.70p 0.0016 1.5

n ¼ 4 4.24p 0.0 4.71p 0.0008 1.0

Slit aperture

n ¼ 0 1p 0.0 0 1.0000 90.3

n ¼ 1 2p 0.0 1.43p 0.0472 4.7

n ¼ 2 3p 0.0 2.46p 0.0165 1.7

n ¼ 3 4p 0.0 3.47p 0.0083 0.8

n ¼ 4 1p 0.0 4.48p 0.0050 0.5
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Diffraction gratings are used in spectrographic

equipment (e.g. monochromators, spectrographs),

constituting the principal optical element to sepa-

rate light into its component wavelengths. In

lasers, a grating may serve as the tuneable wave-

length selector, making use of its wavelength-

dispersive properties. These dispersive properties

are exploited in pulse compressors/stretchers for

femtosecond-laser radiation, in which grating

pairs translate between pass differences for differ-

ent wavelength components and time components

of the laser pulse.

With reference to Figure 10.17, the primary max-

ima (orders) become ever narrower with increasing

number of slits/grooves, while the intensity of the

secondary maxima diminishes to a degree that they
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Figure 10.17 Diffraction intensities IðyÞ for single and multiple slits (Equations (10.7) and (10.8)), generated by
slits of width b ¼ 2mm and slit separation d ¼ 3 mm under illumination with coherent light of wavelength l ¼ 532 nm.
Both diffraction and (grey-scale) intensity pattern were modelled using the Java applet ‘DIFFRACT’ (Steinmann,
1997)
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can hardly be recognized any longer. The equation

that governs the location of the principal maxima of a

reflection grating, as a result of diffraction, is

ml ¼ dðsin yi þ sin ymÞ ð10:9Þ

where yi is the angle for the incident rays and ym is the

angle of the diffracted order, both with respect to the

grating normal (note that ym is negative if it is located

on the opposite side of thegratingnormal from yi); the
value m for the diffraction order usually is a small

integer,m ¼ 0,	1,	2, . . . ; d is the distance between

successive grooves; and l is the diffracted wave-

length. Thus,when light ofwavelengthlhits a grating
at a given incident angle, one encounters a unique set

of diffraction angles at which the light leaves the

grating (see Figure 10.18 (top)).

An annoying aspect of the multiple-order beha-

viour of gratings is that, for a sequence of different

wavelengths, successive orders can overlap. For

example, according to Equation (10.9), light of

wavelength l ¼ 400 nm diffracted into the second

order (m ¼ 2) experiences the samediffraction angle

ym as light of wavelength l ¼ 800 nm diffracted
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Figure 10.18 Illustration of a ruled diffraction grating. Top: grating orders, with m ¼ 0 indicating the non-dispersive
specular reflection. Bottom: principle of obtaining increased (blazed) grating efficiency
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into the first order (m ¼ 1). This problem of over-

lapping multiple orders can be overcome by suitable

filtering (long-pass filters; see Section 11.2).

A further problem of simple gratings is that the

incident light normally is diffracted into quite a

few orders, so that, in general, the efficiency of

diffraction into any individual order m is small.

Also, the diffraction envelope is broadest and vary-

ing the least in intensity for the specular angle

yi ¼ ym, where, however, the chromatic dispersion

is zero. This means that most of the incident inten-

sity would be channelled into the least useful zero-

order diffraction.

‘Blazing’ the grating, a procedure in which the

diffraction envelope is shifted relative to the inter-

ference pattern of the grating orders, rectifies this

deficiency. Using the blazing principle, the largest

fraction of the incident intensity now is channelled

into a more useful angular direction, e.g. such as

the direction of order m ¼ 1 of the interference

pattern. For a reflection grating, its facets are tilted

by the so-called blaze angle j (see Figure 10.18

(bottom)). The maximum for specular reflection

then occurs for yi þ ym ¼ 2j. Grating manufac-

turers normally define the blaze angle when

the grating is used in Littrow configuration, i.e.

yi ¼ ym, and the wavelength for which this would

be the case is called the blaze wavelength. In

practice, it is difficult to use the grating in true

Littrow configuration; normally, the true blaze con-

dition will appear at a shorter wavelength than the

specification wavelength, if the grating is used at

some orientation where yi 6¼ ym.
The resolution or chromatic resolving power of a

grating describes its ability to separate adjacent

spectral lines. Resolution is generally defined as

R ¼ l
�l
¼ Ndðsin yi 	 sin ymÞ

l
� mN

where�l is the difference inwavelength between the
centres of two (equal-intensity) spectral lines whose

maxima are just separated. The theoretical limit of

resolution is R ¼ mN, where N is the total number of

grooves illuminated on the grating, and, as usual, m

represents the grating order.
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11
Filters and Thin-film Coatings

In the broadest sense, filters are devices that are used

(i) to reduce the intensity of a light beamuniformly, (ii)

to transmit/block specific wavelengths, or (iii) to con-

trol the polarization of the light beam. The most com-

monly encountered filter types are described below.

11.1 Attenuation of light beams

Attenuation filters are used to reduce the intensity of a

light beam, and ideally this attenuation is independent

of thewavelengthof the light.Theycanbedivided into

two main groups according to the mechanism used to

reduce the beam intensity.

Geometrical filters

This type of filter physically blocks a fraction of the

profile of a light beam. If one assumes, for the sake of

simplicity, that the beam is uniform in intensity across

its profile, then the percentage of the beam that is

blocked by an aperture device represents the percen-

tage reduction of the beam intensity. Of course, rarely

are light beams homogeneous in their spatial intensity

distributions; for example, a good-quality laser beam

exhibits a spatial Gaussian intensity profile.

Acommonlyusedgeometrical filter is the so-called

iris diaphragm, shown schematically in Figure 11.1. It

is normally used to ‘clean’ a laser beam of sometimes

unwanted contributions in the wings of its intensity

distribution.However, iris diaphragms should be used

with caution, keeping in mind that light hitting the

edge of an obstacle is diffracted and, therefore, gen-

erates additional stray light, as indicated on the right

of Figure 11.1. Ideally, a secondary iris would need

to be placed in the light beam, with a diameter

matched to the position of the first diffraction mini-

mum. In this way, any diffracted light would be

blocked, and almost no new diffracted intensity

would be generated.

Neutral-density filters

In general, as noted in Section 10.1, when light

travels through an optical material (here the filter),

part of the beam is reflected at the two air–glass

interfaces, while another part of the beam is

absorbed. Assuming that scattering and fluores-

cence are negligible, the remainder of the intensity

of the light beam is transmitted through the filter.

Accordingly, one finds that

I0 ¼ IR þ IA þ IT

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



where I0 is the incident light intensity, and IR, IAand IT
are the reflected, absorbed and transmitted light inten-

sities respectively.

Neutral density (ND), or ‘grey’, filters are uniform

filters absorbing and/or reflecting a fraction of the

intensity of an incident light beam. The term ‘neutral’

is used in the sense that the absorption/reflection

characteristics of the filter are constant over a rela-

tively wide range of wavelengths, as shown schema-

tically in Figure 11.2.

Normally, theamountofbeamattenuation isgivenin

terms of the optical density OD of the filter. The OD is

the degree of opacity of a medium, and it is defined as

OD ¼ � log10ðTÞ

where T is the transmittance of the filter. Some typical

values of OD for transmission filters are summarized

in Table 11.1.

Two common types of ND filter are used, namely

absorbing glass filters and metal-film filters:

� Absorbing glass ND-filters are filters made of

absorbing glass, and their neutrality range stretches

from about 400 nm up to more than 2000 nm; how-

ever, for high ND values their response changes

significantly with wavelength.

� Metallic-film on glass ND-filters have the flattest

spectral response, over a wide range, of all

classes of attenuation filters. They are composed

of a vacuum-deposited metal film (mostly incon-

elTM, an Ni–Cr–Al alloy) on a glass substrate;

note that fused silica needs to be used to be

suitable at near-UV wavelengths. Its attenuation

action is by both reflection and absorption, and

the reflected beam intensity needs to be consid-

ered carefully in any application in which

reflected light is undesirable.

11.2 Beam splitters

A beam splitter divides a light beam into two or more

components, according to given criteria; they may be

grouped into three main classes, and include devices

that divide the beam according to intensity, wave-

length, polarization or physical size. The general con-

cept of beam splitters is summarized in Figure 11.3.

aperture

optional
secondary aperture

(at 1st diffraction minimum)

light beam

x

I(x)

Figure 11.1 Spatial filtering of light beam by aperture
(e.g. iris or slit). The optional use of a secondary aperture
for removal of diffraction side-maxima is indicated

Figure 11.2 Typical examples of ND filters. Top: absorp-
tive glass filters (optical density (OD) is adjusted by
changing the thickness or altering the glass pigmentation
– here, Schott glasses NG4 and NG9). Bottom: reflective
filters (OD changedby thickness of inconelTMmetal coating)

Table 11.1 Selected values for OD (¼log(I0=IT )) and
relative transmission (I0=IT ) of NDfilters

OD value Relative transmission

0.1 0.794

0.3 0.501

0.5 0.316

1 0.1

2 0.01

4 0.0001
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Partially reflecting beam splitters

A relatively common type of beam splitter is based

on partially reflective mirror coatings. Such mirrors

allow a predetermined percentage of the light to be

transmitted, while the remainder of the incoming

beam is reflected. The actual percentage of the

beam reflected and transmitted depends on the coat-

ings; commonly used are inconelTM and achromatic

dielectric thin films (see Section 11.6). Beam split-

ters with these types of coating can be made to give

transmitted-to-reflected beam ratios of e.g. 10:90,

33:67 or 50:50, to name but a few common ratios.

However, partially reflective beam splitters have

serious limitations. Specifically, they exhibit high

losses, and in general they suffer from multiple

reflections, resulting in ‘ghost’ beams. In the case

of the incident light being coherent, interference

patterns can be generated which severely distort

any initially homogeneous beam profile. In addition,

normally being placed in the beam path to direct the

reflected beam at 90� (for convenience of align-

ment), the transmitted beam can be severely dis-

placed from the initial beam axis, depending on

the thickness of the beam splitter substrate.

Pellicle beam splitters

A pellicle is made of a plastic membrane stretched

over an optically flat metal frame. Themembrane has

a thickness of only a fewmicrometres. Because of this

thinness and flatness, pellicle beam splitters exhibit

distinct advantages over partially reflective glass

beam splitters. First, they produce almost no change

in the optical path of a light ray, as occurs when thick-

glass beam splitters are used. Second, the thin plastic

membrane normally has very low absorption. And

third, multiple reflections are no longer a problem.

However, on the downside, pellicle beam splitters

have a relatively low damage threshold; hence,

they are generally only used for low-intensity light

applications.

Dichroic cube beam splitters

Dichroic cube beam splitters have been in use for a

long time and are quite popular devices. They are

constructed from two right-angle prisms, joined at

their hypotenuses, with an appropriate splitting coat-

ing deposited on the hypotenuse surface (normally

optimized for a 50:50 splitting ratio). The absorption

in the coating is very low, so that the reflected and

transmitted portions indeed approach 50 per cent

each. In general, the prism is made of BK7 glass,

which exhibits low internal losses, and the outer

prism surfaces are coated with a quarter-wave MgF2
coating to reduce residual reflection.

Beam samplers

This particular type of beam splitter exploits the small

amount of reflection each light beam experiences on

traversing the boundary between two optical media

(here, air to glass). As outlined in Section 10.2,

between �3–4 per cent (at vertical incidence) and

plate
beam splitter

pellicle
beam splitter

cube
beam splitter

BS
coating

BS
coating

BS
coating

AR
coating

AR coatings
on all cube faces

“ghost”

Figure 11.3 Schematicsofcommontypesofbeamsplitter
(shownfor�50:50splittingratio).BS:beamsplittercoating;
AR: antireflection coating
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�15–20 per cent (at 45� incidence) are reflected from
a glass surface. If only a small amount of light is

required for control purposes (e.g. to monitor the

wavelength of an excitation laser source), then such

a beam sampler is the device of choice. In order to

prevent multiple reflection problems, the second sur-

face of the device is normally antireflection (AR)

coated.

11.3 Wavelength-selective filters

This type of filter is used, for example, to select a

wavelength segment from a light source, to isolate

a particular wavelength, or to reject a specific

wavelength or band of wavelengths. Three general

classes of wavelength-selective filters may be dis-

tinguished according to their use, namely cut-off

filters, band-pass filters and line- or band-rejection

filters.

Cut-off filters

This class offilters exhibits an abrupt division between

regions of high and low transmission. If a filter trans-

mits short wavelengths and rejects the longer wave-

lengths, then it is designated as a short-wave-pass

filter; if it transmits long wavelengths but rejects the

shorter wavelengths, then it is called a long-wave-pass

filter. Their principal wavelength characteristics are

shown schematically in Figure 11.4a and b.

The most important characteristics of any cut-off

filter are (i) the wavelength describing the position of

the cut-off and (ii) the slope of the transition from full

blocking to full transmission (or viceversa).Although

quite arbitrary, typically the position of the cut-off is

defined to be at the wavelength for which the filter

exhibits 37 per cent transmission, with respect to its

peak transmission.The slope of the curve at the transi-

tion between low and high transmission is often set

(once more, rather arbitrarily) as the wavelength
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Figure 11.4 Wavelength-dependentfilters:(a)short-passfilter;(b)long-passfilter;(c)band-passfilter,realized,forexample,
by combining a short- and long-pass filters. Important parameters are indicated in the graphs; for further details see text
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difference between the 5 per cent and 70 per cent

points in the transmission curve.

Band-pass filters

Band-passfilters canbe thoughtof as acombinationof

a short-pass and a long-pass filter, whose cut-off and

cut-on slopes overlap, as shown in Figure 11.4c. The

hatched area in the figure indicates the band-pass

region.

Band-passfilters are characterized by the following

parameters:

� The peak transmittance Tp and its corresponding

wavelength lp; note that lp may not necessarily

coincide with the central wavelength lc of the filter
curve.

� The bandwidth is the wavelength interval between

the two points at which the transmittance has

reached 50 per cent of Tp, or the FWHM; associated

with the bandwidth is the pass-band, which nor-

mally is defined as thewavelength interval between

the values on the curvewhere the transmittance is 5

per cent of the peak transmittance.

� The rejection ratio for band-pass filters is the trans-
mittance outside the pass-band divided by the peak

transmittance; filters with rejection ratios even

lower than 10�5 to 10�6 are not uncommon.

Band-pass filters can be produced to transmit only a

very narrow range of wavelengths. For example, off-

the-shelf interference filters (see Section 11.6 for

details) are available with bandwidths of typically

10 nm. Bandwidths of �1 nm are also available for

use with a range of common visible laser lines. How-

ever, the latter often suffer from relatively low peak

transmission (usually less than 50 per cent).

Band-blocking/notch filters

Blocking filtersmay beviewed as being the inverse of

band-passfilters: theyonlyblockoneparticular lineor

wavelength interval and are transparent for all other

wavelengths. They are used, for example, in cases

requiring the suppression of the light from an excita-

tion laser, preventing it from entering a detection

system, so that a weak signal can still be detected

(e.g. in Raman spectroscopy).

The most common blocking filter is the so-called

notch filter. These are manufactured for a single laser

wavelength, attenuating the specification wavelength

to 10�4–10�6, with a half width of typically 5–10 nm,

and transmitting in excess of 90 per cent outside the

blocking range. In essence, notchfilters arefilterswith

selective high reflectivity at the specification wave-

length, and they aremanufactured using tailoredmul-

tilayer dielectric coatings.

11.4 Polarization filters

Polarizers are devices that change the unpolarized

state of an incoming beam of light into one with a

preferential polarizationdirection.However, it should

bestressed that apolarizer isonlyaselector: it doesnot

create transverse wave oscillations; rather, it prefer-

entially selects certain transverse oscillations and

rejects others. This selection is accomplished by

exploitingvariousprinciplesof absorption, reflection,

and refraction.

Reflection-type polarizers

Perhaps the simplest method of polarizing light is the

one discovered byMalus in the early 19th century. If a

beamof unpolarizedwhite light is incident at a certain

angle (namely the Brewster angle) on a polished glass

plate, the reflected fraction of the beam is found to

be linearly polarized. As outlined in Section 10.2,

the TM-polarization (or p-polarization) is fully trans-

mitted; therefore, this leaves the reflected beam

as pure TE-polarization (or s-polarization). However,

it should be kept in mind that part of the TE-polariza-

tion will be transmitted through the air–glass

interface, and thus the transmitted beam still contains

both polarization components (see Figure 10.4 in

Section 10.2).

Although this method of polarization selection is

simple and elegant, the approach has two drawbacks.
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First, in order to obtain near-perfect TE-polarization

in the reflected beam, the Brewster angle �B has to be
met exactly; for this, a parallel light beam is required,

which at times may be difficult to provide. Second,

since the refractive index of optical glasses is wave-

length dependent, so is the Brewster angle; hence, the

exact polarization condition is only met for a narrow

range of wavelengths, and the angle would need

adjustment according to the wavelength of the

incident light beam. Because of these restrictions,

Brewster-plate polarizers are normally only used in

situations for which one can guarantee near-parallel

beamconditions and the light beam is nearmonochro-

matic. A typical application is the use of Brewster

windows to seal a discharge tube, e.g. in rare-gas ion

lasers.

Dichroic polarizers

Dichroic materials have the property of selectively

absorbing one of the two orthogonal components of

ordinary unpolarized light. Dichroism is exhibited by

a number of crystallinematerials and by someorganic

polymer compounds. Probably the most frequently

usedpolarizer isbasedon theplasticmaterialPolaroid

type-H. One may think of an H-polaroid sheet as a

chemical version of a wire grid: instead of long, thin

wires it uses long, thin polyvinyl alcohol molecules,

doped with iodine to enhance the conductivity of the

molecular chain. These long, straight molecules are

aligned parallel to one another, with a spacing of

�0.3 nm. Because of the iodine-atom-promoted con-

ductivity, the electric-field oscillation component

parallel to the molecule chains is absorbed, while

the component perpendicular to the molecules passes

with little absorption. The effect of Polaroid sheet

material on light waves passing through them is

shown schematically in the upper part of Figure 11.5.

Birefringent polarizers

Anumberof crystallinematerials exhibit thephenom-

enonofbirefringence,withpolarizedwaves travelling

in different directions through the crystal, depending

on the orientation of their oscillation plane relative to

the crystal symmetry axes (see also Section 4.7 on

non-linear crystals). When using such birefringent

crystals as polarizers, the direction of symmetry

through the crystal, or the optic axis, runs diagonally

along the crystal, as shown in Figure 11.6. With the

optic axis in this direction, the single beam splits into

two at the crystal surface. One of the beam polariza-

tion components obeys Snell’s law of refraction at the

crystal surface, just like any light ray passing fromone

ordinarymedium to another. This beam component is

called the ‘ordinary’, or o-ray. The other refracted

beam component does not obey the standard laws of

refraction; this beam component is called the ‘extra-

ordinary’, or eo-ray. Thus, a birefringent crystal

resolves light into two perpendicular polarization

components by causing them to travel along different

dichroic sheet
polarizer

52°
~67°

polarisation
axis

crystal
optic axis

calcite
prism enclosure

SIDE VIEW

Glan
polarizer

ex rt a-ordinarybeam
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Figure 11.5 Schematics of common types of polarizer.
Top: low-power dichroic sheet polarizer (for linear
�-polarization). Bottom: high-power calcite Glan polari-
zer, splitting unpolarized light into orthogonally linear-
polarized components for the extraordinary through and
the ordinary reflected beams
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directions. Clearly, it is important to know the relative

directions of the optic axis and of the polarization

plane of the incident light.

To construct a polarizer out of calcite is easy, in

principle; in fact, any polished calcite crystal acts as a

polarizer, and the two polarization components

emerge at slightly different locations on the exit sur-

face. However, unless the incident beam exhibits a

very small diameter, or the crystal is very long, nor-

mally the two emerging beams will partially overlap.

In order to overcome this problem, specific geome-

tries have been devised to achieve full beam compo-

nent separation.

One such design of a calcite polarizer is the so-

calledGlan polarizer (see lower part of Figure 11.5).

It comprises two right-triangular pieces of calcite,

which are mounted side by side separated by a thin

air gap between the respective hypotenuses. When a

beam of unpolarized light strikes one prism along the

normal to the end face, it is split into the o-ray and the

eo-ray on passing through the crystal. The indices of

refraction for the o- and eo-rays in calcite are 1.6584

and 1.4864 respectively. These are associated with

critical angles for total internal reflection of 37.08�

and 41.28� respectively, when the crystal is in

contact with air. Therefore, if the angle for the

hypotenuse �h is chosen between these two values

(typically 38.5�), the o-ray will be totally reflected

and the eo-ray will be transmitted across the narrow

air gap. The degree of polarization of these two beam

components is practically 100 per cent.

Since calcite is transparent fromtheUV(230nm) to

the IR (5000 nm), and since the Glan-type polarizer

contains no other material but calcite, this type of

polarizer can be used throughout a large spectral

range. It should be noted that, to maintain full polar-

ization component separation, i.e. full internal reflec-

tion of the o-ray at the prism hypotenuse, the incident

light beam must enter the crystal along the surface

normal (only deviations of up to �5–7� from the

normal can be tolerated).

Using a polarizer as a variable attenuator

The intensity of plane-polarized light beam passing

through a polarizer is given by the law of Malus as

IT ¼ I0 cos
2 �

where IT is the intensity transmitted through the polar-

izer, I0 is themaximumpossible intensity for transmis-

sion, and � is the angle between the transmission axis

of the polarizer and the plane of polarization of the

incident light beam.

Therefore, by altering the angle � from 0� (full

transmission) to 90� (full rejection), one can alter

the beam attenuation continuously, at will, over the

equivalent of three to five orders in equivalent OD,

depending on the polarizer type used.

Polarization converters: retarders and
wave plates

In the strict sense of the word, retarders (or, more

commonly, wave plates) are not polarizers, since

they have no effect on unpolarized light. Rather,

they change the orientation or form of polarized

light. The principle of operation is quite simple. A

wave plate ‘divides’ an incident, polarized beam

into two (ordinary and extraordinary) components,

changes the phase of one relative to the other on

passage through the wave plate and finally ‘recom-

bines’ them as they leave the wave plate. Because

of the resulting phase shift, on exit the light has

acquired a different polarization form (the key step

is the introduction of a relative phase shift). In

practice, a typical wave plate consists of a thin

crystalline plate (e.g. crystalline quartz).

The principle ofwave plates is shown in Figure 11.7.

A linearly polarized beam is incident on theplate from

input beam

90°

71°

6.2°

optical
axis

eo-ray

o-ray

Figure 11.6 Calcite crystal cut to separate polarization
components in plane and out of plane with the crystal’s
optical axis (eo-ray and o-ray respectively)
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the left, as shown.With respect to the crystal axis, the

incident beam is divided into components vertical and

parallel to this axis. Thevertical direction is called the

‘slow axis’ and the parallel direction is termed the

‘fast axis’ (this is because the two components will

travel at different speeds within the crystal, so that,

when they emerge, one has been retarded or slowed

compared with the other). The thickness of the wave

plate, and thus the time the light spends inside the

crystal, determines the amount of phase shift.

If the phase shift is 90�, then this particular wave

plate is called a quarter-wave plate. Linearly polar-

ized light is converted into circularly polarized light,

and vice versa. Note that the polarization axis of the

incident light beam is at �¼ 45� with respect to the

crystal axis (see Figure 11.7 (top)).

A half-wave plate rotates the incident plane of

polarization through an angle 2�, where � is the

angle of the polarized direction of the incident light

beam relative to the direction of the optic axis (at the

crystal face), as shown in Figure 11.7 (bottom). The

most common application of a half-wave plate is for

rotating the polarization plane of a beam by 90�,
meaning �¼ 45�.

Note that the actual thickness of a quarter- or half-

plate is not equal to l/4 or l/2 respectively. The sym-

bolic association l/4 and l/2 simply refers to the

crystal’s effect of separating the two (fast and slow)

components by 90� (l/4) or 180� (l/2).

11.5 Reflection and filtering at
optical component interfaces

In Section 10.2 we briefly mentioned that optical

elements are not perfect insofar that the physical

laws governing reflection and transmission tend to

be limiting factors in ‘ideal experiments’.

For example, onewould ideally wish that windows

and lenses transmitted incident light without loss.

However, one finds that each surface (i.e. boundary

betweenmedia of different refractive indices) reflects

a few per cent of incident light. This means that, in

applications with numerous optical elements in the

beam path, the sum of the combined losses may

become unacceptably high; or the reflected radiation

may generate excessive stray light, hindering the

detection ofweak photo-signals for example. Equally

detrimental to performancemaybe the losses suffered

by standard metal mirrors. For example, in an optical

system with many mirrors in the optical path (e.g. for

beam steering to difficult-to-access locations), stan-

dard aluminium-coatedmirrorsmay reduce the initial

radiation excessively, sometimes to below a useful

light level.

To reduce reflective losses of transmitting optical

elements, or to enhance the performance of reflecting

surfaces in general, so-called ‘thin-film’ coatings are

applied to the optical surfaces in question, namely

anti-reflection (AR) or high reflection (HR) coatings.

Their principles and performancewill be discussed in

Section 11.6. Note that throughout the remainder of

this and the following section the treatment will be

restricted to light beams perpendicular to the optical

surface; for an angular-dependent description the

reader is referred to standard textbooks on optics

(e.g. see Hecht (2002)).
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Figure 11.7 Principle of quarter-wave plate (top) and
half-wave plate (bottom)
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Let us briefly recapitulatewhat happens when light

is incident on the boundary between two media, and

specifically at polished optical surfaces. It was shown

that some light is reflected and some is transmitted

(undergoing refraction) into the second medium, and

that this phenomenon followed physical laws, which

encompass direction (angle), phase, polarization and

relative amplitude of the reflected and transmitted

light.

When a beam of light is incident on a plane surface

at normal incidence, the relative intensity of the

reflected light IR as a fraction of the incident light I0
is given by

IR ¼ I0
ðn2 � n1Þ2

ðn2 þ n1Þ2
or IR ¼ I0

ð1� qÞ2

ð1þ qÞ2

where n1 and n2 are the refractive indices of the two

materials and q is the ratio between these two refrac-

tive indices. According to this equation, for an air

(n1� 1)–glass (n2� 1.5) interface the intensity of

the reflected light is of the order 4 per cent of the

incident light. Although this may not seem much, in

optical designs using more than just a few compo-

nents, losses in transmitted light can rapidlymultiply,

especially if high-refractive index glasses are

required, as is the case for IR systems. Also, each

transmitting optical component (windows, lenses,

etc.) has two surfaces at which losses can occur, as

is shownschematically inFigure11.8.One interesting

point to note is that on reflection at a low-index to a

high-index material the reflected wave experiences a

phase-jumpof�,whereas at ahigh-index to low-index
boundary the reflected wave does not undergo such a

phase shift.This is an important factwhenconsidering

the principles of thin-film coatings further below.

Although included in the figure, multiple reflec-

tions are normally ignored for the sake of simplicity.

However, they need to be considered for exact numer-

ical calculations. The numerical example included in

the figure (BK7 glass window) indicates that each

reflection subsequent to the first one is reduced

in amplitude by a factor larger than 100. Although

it may seem legitimate to disregard such a small

amount, care has to be taken in actual experiments.

For example, assuming an incident laser beam

of intensity 1 W, then for a BK7 window the first

reflection would comprise an intensity of �40 mW.

The subsequent secondary reflection is still�0.1mW,

a power level that is sufficiently large for numerous

laser-induced absorption or emission experiments,

and on entering a photodetection system may com-

pletely swamp weak signals (e.g. in Raman spectro-

scopy).

As mentioned further above, the amount of reflec-

tion depends strongly on the angle of incidence,

although this effect will not be discussed here. In

addition, the amount of reflected light also depends

onwavelength, because the refractive index of optical

materials is wavelength dependent. As an example,

thewavelength-dependent reflection fromasurfaceof

a componentmade of commonBK7-glass is shown in

Figure 11.9 (top).

11.6 Thin-film coatings

Thin films are dielectric or metallic materials depos-

ited on an optical surface. Their thickness is compar-

able to, or less than, the wavelength of the light for

which they are used.When a beam of light is incident

I0 ≡ 1

R = 0.040

numerical:
for R ≅ 0.04

R⋅(1-R)2 = 0.037

R3⋅(1-R)2 ~ 0.0001

(1-R)2 = 0.922

R2⋅(1-R)2 = 0.003

multiple reflection

(1-R)⋅Rnn = 1 2 3 4 …  …

Figure 11.8 Schematic of light reflection from the sur-
facesofaglassplate. The fractional intensitiesare indicated
in terms of relative reflectivity R¼ IR/I0. The numerical
example, shown for a value of R¼ 0.04 (BK7 material),
demonstrates that the contribution from multiple reflec-
tions can normally be neglected
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on such a thin film, fractions of light will be reflected

both at its front and rear surfaces, in the same way as

shown inFigure 11.8 for a glass plate; the remainder is

transmitted. The two reflected waves interfere with

each other, constructively or destructively, depending

on the optical thickness of the material and the wave-

length of the incident light. Because in any medium

light travels with different velocity to that in air/

vacuum, the refractive index of the optical material

needs to be taken into account when the exact thick-

ness of the film is calculated, in order to produce

perfect constructive or destructive interference.

The optical thicknessDopt of any optical element is

defined as the equivalent vacuum thickness (i.e. the

distance that light would travel in vacuum in the same

amount of time as it takes to traverse the optical

element). This is given by

Dopt ¼ DE

c

vTF
ffi DTFnTF

where DTF is the physical thickness of the element, c

and vTF are the speeds of light in vacuum and in the

thin-filmmaterial respectively, and nTF is the refractive

index of the thin-film material.

At normal incidence, the phase difference between

the reflected waves is given by (Dopt/l)2�, where l is
the wavelength of light. Therefore, if the wavelength

of the incident light and the thickness of the film are

such that the phase difference between the two reflec-

tions equals �, then they interfere destructively and

the overall reflected intensity exhibits a minimum. In

the case that the two reflections are of equal ampli-

tude, then this intensity minimumwill be zero. If one

assumes no loss, or negligibly small losses due to

material absorption or scattering, then conservation

of energy requires that the sum of the reflected and

transmitted light intensities is always equal to the

incident intensity.Therefore, the ‘lost’reflected inten-

sity from the complete destructive interference, as a

result of the thin-film reflections, appears as enhanced

intensity in the transmitted beam; this has been

confirmed experimentally.

Single-layer antireflection coatings

As just stated, two requirements need to be fulfilled

for exact cancellation of reflected beams by a sin-

gle-layer coating, i.e. the two reflections have to be

out of phase by exactly �, and exactly the same

intensity is required. Consequently, a single-layer

AR coating must be an odd number of quarter

wavelengths to achieve the correct phase relation

for wave cancellation. In addition, the refractive

index of the thin-film medium has to obey the rela-

tion nair< nTF< nS.

Because both transitions for a single-layer AR-

coating are at interfaces, which go from low- to

high-index media, a �/2 phase shift for reflection is

encountered at both interfaces. These identical phase

shifts cancel each other out, and therefore the net

phase shift between the two reflections is solely

determined by the optical path difference, i.e.

�j¼ 2DTFnTF/l. Therefore, if the single-layer

AR-coating is deposited with a thickness of l/4,
where l is the desired wavelength for peak perfor-

mance, then the phase shift is �, and the reflections

exhibit exact destructive-interference conditions, as

shown schematically in Figure 11.10a.
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Figure 11.9 Relative reflectivity R¼ IR/I0 for AR-coatings
on a BK7 glass substrate. Top: single-layerMgF2 coating (solid
grey trace) and typical multilayer V-coating, optimized for
l¼ 532nm(dashedgreytrace);forcomparison,thereflectivity
for uncoated BK7 in included. Bottom: multilayer broadband
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For complete destructive interference to occur, the

two reflected beams have to be of exactly equal inten-

sity. For this onewould need the refractive index ratio

to be the same at both the interfaces. Since the refrac-

tive index of air is nair ffi 1:0, the thin-film coating

material should have a refractive index of

nTF ¼
ffiffiffiffiffiffiffiffiffiffi
nglass
p

. For the glass example mentioned ear-

lier, which had a refractive index of nglassffi 1.5, this

would mean nTFffi 1.23. Unfortunately, no such ideal

thin-film material with the correct refractive index

exists, which could be used to deposited durable thin

layers. The closest compromise is magnesium fluor-

ide (MgF2) with a refractive index of nMgFffi 1.38 at

the wavelength l¼ 550 nm (this wavelength is often

used as a reference standard). Magnesium fluoride is

probably the most widely used thin-film material for

AR-coatings. While not perfect by any means, it

represents a significant improvement over uncoated

surfaces, reducing the reflection to about 1.5 per cent

(see Figure 11.9).

As with any optical surface, also the thin-film per-

formance depends on the incident light wavelength,

and theangleof incidence.Wavelengthdependenceof

a thin-film coating is encountered for two reasons.

Firstly, for wavelengths different from the design

wavelength the film thickness is no longer the ideal

value of l/4, and secondly, the refractive index of any
optical material normally changes with wavelength.

The angle of incidence of radiation on the thin-film

coating has one major effect on the reflectivity,

because the path difference of the front and rear sur-

face reflection from any layer is a function of angle.

The change in path difference results in a change of

phase difference between the two interfering reflec-

tions, and thus perfect destructive interference is not

any longer maintained.

Because of these dependencies, in particular the

angular parameter, it is rather a complex task to eval-

uate thin-film performance exactly; as stated above,

for simplicity the discussion here will be restricted to

perpendicular incidence of the light beamonto coated

optical surfaces.

Double- and multi-layer antireflection
coatings

It is beyond the scope of this section to cover all

aspects of modern thin-film design and operation,

and only a general insight into more complex

thin-filmstructureswill begiven,whichmaybeuseful

when considering system designs and specifying

cost-effective coatings. Two basic types of high-

performance AR-coatings have been developed that

are worth describing in more detail, namely so-called

nH , dH

nS

nL , dL

π
2π

π
2π

−−−−

π
4π2π 2nπ

−−−
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3ππ 2(n+1)π

phase jump π

no phase jump

AR – coatings                                               HR – coating

(a) (b) (c) (d)

Figure 11.10 Dielectric coatings on optical substrates: (a) single-layer AR-coating; (b) quarter–quarter AR-coating; (c)
multilayer AR-coating; (d) multilayer HR-coating. The refractive indices of the thin-film layer are larger than that for the
substrate, nH> nL> nS. For the layer thickness one has nLdL¼ nHdH¼ l0/4, where l0 is the design wavelength

11.6 THIN-FILM COATINGS 179



quarter–quarter coatings and multilayer broadband

coatings.

The former type of coating is used as an alternative

to single-layer AR-coatings because of the lack of

suitable materials available to improve the perfor-

mance of single-layer coatings. Basically, the pro-

blem with all single-layer AR-coatings is that the

refractive index of the coating material is too high

and thus cannot generate complete destructive inter-

ference of the weaker reflection from the substrate

surface. In contrast, in a two-layer coating, the first

reflection is cancelled by interference with two

weaker reflections. The specific quarter–quarter coat-

ing structure comprises two layers, bothofwhichhave

an optical thickness of l/4 at the wavelength of inter-
est. The first (outer) layer is made of a low-refractive-

indexmaterial, and the second (inner) layer ismade of

a high-refractive-index material, in comparison with

the refractive index of the glass substrate. Because of

the rules of reflection from dielectric interfaces, the

second and third reflections are both out of phase by a

valueof�with respect to thefirst reflection.Naturally,
a two-layer quarter–quarter coating is only exactly

optimized for one single wavelength. For normal

incidence, the required refractive indices can easily

be calculated by using the formula

n21nS

n22
¼ nair

where, as before, the refractive index of air nairffi nS is

the refractive index of the optical glass substrate

material, and n1 and n2 are the refractive indices of

the first and second thin-film layer materials (see

Figure 11.10b). For example, if the substrate is BK7

witha refractive indexofnSffi 1.52atl¼ 550nm,and

if the first layer is MgF2, which exhibits the lowest

possible refractive index, n1� nLffi 1.38, then the

refractive index of the second, high-index layer

needs to be n2� nHffi 1.70. Two alkaline earth

oxide materials exhibit a refractive index close to

this value, namely beryllium oxide, BeO, andmagne-

sium oxide, MgO; however, both are soft materials,

and hence coatings are prone to damage.

Although workable, quarter–quarter coatings are

rather restrictive in their design, because of the exact

match of refractive indices. More modern designs

use a different approach. In the simplest picture, full

destructive interference is thought of as the interac-

tion between two waves of equal intensity and exact

phase shift of �; this is actually required for a single-
layer AR-coating, as pointed out above. However, as

soon as three or more reflecting surfaces are

involved, complete extinction can be achieved by

carefully adjusting the (arbitrary) phases and rela-

tive intensities of the contributing reflections, as

shown schematically in Figure 11.10c. In this way,

the layer parameters are adjusted to suit the refrac-

tive index of available materials, rather than vice

versa.

It can be shown that, for a given combination of

two materials, one can find appropriate layer thick-

nesses that ultimately will provide near-zero reflec-

tance at the design wavelength if (normally) more

than one set of such double layers is deposited on the

substrate. Such multilayer coatings are called V-

coatings (note that the term V-coating arises from

the shape of the reflectance curve, as a function

of wavelength; see top part of Figure 11.9). The

simplest V-coating is a double-layer coating that

exhibits the least wavelength dependence. The

more stringent the requirement for minimum reflec-

tion, the larger the number of two-component layers

has to be. The thinnest possible overall coating

thickness is normally used for best mechanical sta-

bility. Materials used in most multilayer thin-film

coatings include (besides magnesium fluoride)

titanium dioxide, tantalum oxide and zirconium

oxide, to name the most common ones.With careful

design, reduced reflectivity of the order IR/

I0ffi 0.001 can be achieved.

A common requirement of optical systems is that

they be suitable for a wide range of wavelengths (e.g.

the delivery of tuneable laser radiation or the collec-

tion of broad fluorescence spectra). The principle

behind the required broadband action is ‘dichroic

coating’. Their design AR is based on the use of

so-called absentee layers within the coating; for

details on such coatings one normally has to consult

themanufacturer’s literature.BroadbandARcoatings

exhibit reduced reflectivityof IR/I0< 0.005over a few

hundred nanometres. A typical example is shown in

bottom part of Figure 11.9.
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Multilayer coatings: high-reflection mirrors

Note that in the case that the total phase shift between

two reflected waves equals zero, or multiples of

2�, the reflected intensity will be a maximum, and

the transmitted light will be reduced by this amount.

The arguments used to explain themanufacture and

characteristics of AR coatings can be applied to HR

coatings. Basically, the only difference is the phase

relation between the reflections from the individual

layers. Instead of aiming for an overall phase differ-

ence of �, to achieve perfect destructive interference,
the layer thicknesses and refractive indices are now

adjusted to obtain zero or 2� phase difference and,

therefore, perfect constructive interference. Themain

difference betweenAR andHR coatings is that for the

former the sequenceof coating layers isnair/nL/nH/. . ./
nL/nH/ns, whereas for the latter one has nair/nH/nL/. . ./
nH/nL/ns (nH and nL are high and low refractive index

thin-filmmaterials respectively andns is the refractive

index of the substrate material).

As for multilayer AR-coatings, the wavelength

responsewill vary dramatically with increasing num-

ber of layers in the HR-coating, replicating an

inverted-V shape. High-quality off-the-shelf HR-

coatings can easily achieve reflection ratios of

IR/I0> 0.9999 (e.g. as used in cavity ring-down

experiments; see Section 6.5).

In addition to these highly specific V-coatings,

broadband coatings are generated using clever

designs, which may incorporate alteration of the

thickness of individual dual layers in the stack, or

which include so-called absentee layers. Commercial

HR-mirrors with reflection ratios of IR/I0> 0.995

over rangesof a fewhundrednanometres are available

(for an example see Figure 11.11).

Multilayer coatings: interference filters

In Section 11.3, various wavelength-sensitive filter

types were discussed, including cut-off and band-

pass filters. The response of those filters was related

to internal material properties (e.g. coloured glasses).

The same filter effects, i.e. sharp cut-off or very nar-

row band-pass, can be achieved by using tailor-made

thin-filmcoatings. Since their filtering action relies on

the interference effects associated with the thin-film

layers, they are often addressed summarily as inter-

ference filters. The materials and thickness of the

individual coating layers are chosen to provide reflec-

tion or transmission at the desired wavelengths. With

increasing number of layers (interference filters may

have tens of coating layers), the transition fromblock-

ing to transmission, or vice versa, becomes sharper;

however, one drawback is that the peak transmittance

will often decrease in unison.

In principle, these multilayer coatings are of the

same type as those used to produce highly reflective

laser mirrors. Therefore, relative transmission and/or

blocking of incident light can be extremely high. For

example, the transmission in thewavelength segment

for blocking radiation can reach values of (IT/

I0)block� 10�5, whereas for the same filter the max-

imum transmission in the pass-band region may be

close to unity; values of (IT/I0)pass> 0.99 are not

uncommon. Spectral characteristic curves for various

filter types (short-pass, long-pass, band-pass, notch)

are summarized in Figure 11.12.

Note that interference filters are mostly designed

for use at normal incidence. However, as pointed out

repeatedly above, changing the angle of incidence

does alter the spectral response. The characteristic
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Figure 11.11 Relative reflectivity IR/I0 for HR-coatings
on a BK7 glass substrate. Dashed grey trace: aluminium
metal coating; solid grey trace: multilayer HR-coating, op-
timized for l¼ 532 nm (maximum reflectivity R� 0.998);
black trace: multilayer broadband HR-coating, optimized
for l¼ 450–700 nm (average reflectivity R> 0.985)
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curve of a multilayer interference filter shifts toward

shorter wavelengths with increasing angle of inci-

dence (in effect, the filter is tuneable over a limited

wavelength range). The actual magnitude of this shift

depends on the type of filter, the filter design, and the

refractive indices of the coating materials used. An

example of the influence that tilting of an interference

filter has on its wavelength characteristics was

demonstrated in Section 8.3 (edge filter used in

Raman spectroscopy).
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12
Optical Fibres

In itsmost simple forman optical fibre is composed of

two concentric layers, termed the core and the clad-

ding, which, for protection, are frequently encased by

a plastic coating (see Figure 12.1). The core and

cladding have different refractive indices, n1 and n2
respectively, with n1>n2. Note that here only these

‘step-index’ fibres will be discussed. Information on

the principles and performance of so-called ‘graded-

index’ fibres can be found in standard textbooks (e.g.

Davis, 1996); for graded-index fibres, the refractive

index of the core changes gradually with distance

from the centre.

12.1 Principles of optical fibre
transmission

As illustrated in Figure 12.1, a light ray injected into

the optical fibre on the left will propagate through the

core because of total internal reflection at the core-to-

cladding interface, i.e. when the angle of incidence is

greater than the critical angle �c, which is given by

�c ¼ cos�1ðn2=n1Þ

Thecritical angle ismeasured from the axis of the core

(note that the angles shown in Figure 12.1 are �i, not

�c). For example, typical values for the refractive

indices are n1 ¼ 1:446 and n2 ¼ 1:430, which yield

a critical angle of �c ffi 8:5�. It has to be noted that any
ray of light first enters the fibre core from outside, i.e.

in air. Thus, the refractive index of the air must be

taken into account in the injection geometry, in order

to ensure that a light ray in the core will be at an angle

less than the critical angle. The associated external

acceptance angle �ext can be calculated thus:

�ext ¼ sin�1½ðn1=n0Þ sinð�cÞ�

where n0 � 1 is the refractive index of air. This angle

is also measured from the axis of the core, and with

the same numerical values as above one finds

�ext ffi 12:4�.Often, aparameter termed thenumerical

aperture NA is used in the characterization of fibres

and included inmanufacturers’data sheets; this quan-

tity is given by

NA ¼ sin �ext ffi D=2f

The second part of this description indicates the geo-

metry of the optimum imaging onto the fibre to guar-

antee subcritical angle coupling: a lens of diameterD

and focal length f, whose numerical values match the

numerical aperture equation, that is placed at distance
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d ¼ f from the fibre couples the maximum amount of

available light into the fibre.

Assuming for the sake of simplicity that the fibre is

straight, any light raywill continueonabouncingpath

down the length of the fibre provided that the angle of

incidence is always equal to, or greater than, the angle

of reflection. If the light ray strikes the core-to-cladding

interface at an angle less than the critical angle, then it

passes into the cladding where it is attenuated very

rapidly with propagation distance.

In most realistic cases the fibre is not completely

straight; in fact, it is exactly this flexibility of optical

fibres that make them attractive for use in light

delivery systems. Therefore, even when the total

internal reflection condition is met initially, losses

into the cladding may occur as soon as the fibre is

bent excessively.

When designing an optical fibre delivery system,

the overall performance needs to be considered care-

fully, basically addressing three main questions:

(i) How much light can be coupled into the core

under the constraint of the external acceptance

angle without damaging the fibre face? (ii) How

much attenuation will the light experience in the

coupling process and during propagation? (iii)

How much time dispersion will a light input pulse

experiencewhen propagating down a length offibre?

(This latter point is normally only of importance for

pulses of very short time duration.) In general, the

answers to these questions depend upon a number of

factors. Naturally, it is most desirable to couple as

much light as possible into the core, without breach-

ing the total internal reflection constraint, because

this is the most crucial parameter determining how

much light will reach its final location, due to stan-

dard attenuation over distance. Therefore, the main

factors affecting the total transmission are the size of

the fibre (and associated with this the mode of pro-

pagation) and its composition.

First, let us address the size factor, i.e. the diameter

of the fibre core. There are two main types of fibre,

namely single-mode fibres (with cores of 4–10 mm)

and multi-mode fibres (with cores in the range

50–1500 mm); for a brief discussion of mode propa-

gation in fibres, see below. For fibres up to �80 mm
the cladding is typically of a thickness to add up from

the core to a total, standardised diameter of 125mm.

For fibres with cores of �100 mm the cladding thick-

ness is usually 20–100 mm, therefore adding about

40–200 mm to the overall diameter. Note that for

commercial optical fibre cables with standardized

125 mm overall thickness a protective sleeve of

3 mm overall diameter is normally added, made

from rather flexible plastic (see schematic in Figure

12.1). Often, this is colour-coded yellow for single-

mode and orange for multi-mode fibres.

Ultimately, the core diameter limits the amount of

light (both energy and power) that can be coupled into

the fibre. As pointed out in Section 10.1, every optical

material exhibits a damage threshold for the power

density of light impinging on in. For silicate glasses

this damage threshold is of the order Pdamage �
109 W m�2 (see Table 12.1 for details of a typical

fibre); consequently, the transmittable peak power is

Ppeak < AcorePdamage, where Acore is the area of the

fibre core. For example, for a single-mode fibre with

an 8 mmcore, the limitwould bePpeak � 50mW; for a

multi-mode fibre with 200 mm core, a limit of

Ppeak � 30W would be encountered. Note that these

figures should be treated only as crude estimates;

actual values depend on the wavelength and beam

profile of the incident light beam, and on the actual

materials of the fibre. However, from these values the

potential use of the various fibre types is quite clear

and can be summarized as follows:

Figure 12.1 Top: principle concept of an optical fibre
with core (refractive index n1), cladding (refractive index
n2) andprotective jacket. Bottom:propagationof a light ray
down an optical fibre. The numerical aperture NA gives the
maximum permissible angle for incoming rays maintaining
total internal reflection
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� Single-mode fibres are nearly exclusively used in

the transmission of low-power CW laser radiation.

� Large-coremulti-mode fibres are used for the trans-

mission of laser radiation of short pulse duration

(nanosecond and femtosecond pulses).

� Medium-core fibres, often arranged in bundles of

more than one individual fibre, are used for light

observation applications in which any peak power

encountered is normally rather small.

12.2 Attenuation in fibre
transmission

Various effects, including absorption and scattering

(internal loss effects) and reflection and diffraction

(external loss effects), contribute to the attenuation of

the incoming light when piped through the fibre.

Let us first address internal attenuation. Note that

the base material of typical, high-quality optical fibres

is ultra-pure silicon dioxide (SiO2). To this, impurities

are purposely added duringfibremanufacture to obtain

the desired indices of refraction needed for the core

and cladding. Germanium or phosphorus are added to

increase the index of refraction of fused silica,whereas

boron or fluorine are added to decrease it; also, a few

other impurities may find their way into the material

during fabrication. By and large, the main impurity is

water, assimilated into the fibre duringmanufacture. It

provides the hydroxyl ion,OH�, which is used to tailor

and optimize transmission in the short-wavelength and

long-wavelength parts of the spectrum.

In one way or another, all impurities contribute to

the internal losses: absorption removes photons in the

interaction between the propagating light beam and

(impurity) atoms and molecules in the core, and scat-

tering redirects light out of the core into the cladding,

where is it is quickly lost. Therefore, when deciding

on which type of fibre to use for operation at a

particular wavelength, reference to attenuation

graphsof theparticularfibreneeds tobemade.Typical

examples are shown in Figure 12.2 for UV-grade and

IR-grade silica fibres.

As can be seen, transmission in the UV part of

the spectrum is enhanced with high OH� content,

at the expense of strong absorption bands of this ion

in the near IR (overtone and side bands in the range

700–1400 nm). These bands are nearly absent in

low-OH� fibres; however, the overall absorption in

the short-wavelength range is now substantially

higher. From the scales of the traces shown in

Figure 12.2 it is clear that, for standard lengths of

fibre used in laboratory experiments (i.e. just a few

metres), internal losses are relatively unimportant

for most wavelengths. For example, the internal

attenuation is less than �0.45 dB for a length of

1 m fibre of the types shown in the figure, correspond-

ing to a loss of power of only 1 per cent, i.e. Pout=Pin

Table 12.1 Properties of typical step-indexmulti-mode fibreswith 200 mmcore

Fibre property Symbol Unit Value

Core diameter dcore mm 200	5

Cladding diameter dcladding mm 380	 5

Minimumbending radius rbend (50–100)dcladding
Refractive indexof core n1 1.457

Refractive indexof cladding n2 1.440

Transmission range (high-OH�fibre) lUV nm �180–1200
Transmission range (low-OH�fibre) lIR nm �350–2500
Maximumpower capacity (CW)a Pmax,CW kW �0.2
Maximumpower capacity (pulsed)b Pmax,pulsed MW �1.0
aBasedon 1MW cm�2 forCWNd:YAG laser (l ¼ 1064 nm); input spot size 80per cent ofdcore.
bBased on 5 GW cm�2 for pulsed Nd:YAG laser (l ¼ 1064 nm;�tpulse ¼ 10 ns); input spot size
80 per cent of dcore.
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ffi 0:99 (recall the definition 1dB ¼ �10log10
ðPout=PinÞ). The 99 per cent transmission per metre

value is marked in Figure 12.2. For the specific high-

OH�fibre shownhere, attenuation only becomes really

noticeable below about 300 nm, for fibres of a few

metres in length.

When considering external attenuation affecting

the transmission of light through optical fibres, one

finds that, for short lengths of fibres, external

attenuation normally is substantially larger than

internal attenuation. At the entrance and exit face,

both Fresnel reflection LR and Fraunhofer diffrac-

tion LD losses occur.

As pointed out previously, at a transition interface

between air and glass, the Fresnel reflection loss is

given by LR ¼ R � ðn1 � 1Þ2=ðn1 þ 1Þ2 for a beam

incident vertically onto the interface. For the above-

mentioned core refractive index this results in a loss

LR ffi 0:033, and this value becomes larger for

increasing angle of incidence.

Because of the small diameter of the core, its

entrance and exit faces act like a small aperture, at

whose edges diffraction occurs. A few millimetres

away from the fibre exit aperture, the well-known

diffraction pattern of a circular aperture can be

observed (see Section 10.7). About 1.75 per cent of

the total light intensity is contained in the first side

fringe.At thefibre entrance face, diffractiongenerates

rays that no longer hit the core–cladding boundary at

the angles required for total internal reflection, and

these are eventually lost. Approximately the same

amount of light is lost due to diffraction at both the

fibre entrance and exit faces.

Summing up these external losses of light yields

Lext > 2ðLR þ LDÞ ffi 0:1, which is at least a factor 10
larger than the internal losses, for a fibre of 1m length.

When taking all losses into account, i.e. the

internal and external losses just discussed, and

unavoidable losses due to even slight bending of

the fibre, experience shows that with optimized

collimation and alignment into the fibre one can

comfortably transmit about 80 per cent (maximum)

of the input light through a fibre.

12.3 Mode propagation in fibres

For the propagation of light through an optical fibre,

two types of scenario are encountered, namelymulti-

mode and single-mode propagation; these depend

critically on the fibre core diameter. In order to under-

stand the difference between single- and multi-mode

propagation, an explanation must be given of what is

meant by mode propagation. When a light wave is

guided down a fibre-optic cable, it exhibits certain

modes. These are variations in the intensity of the

light, both over the cable cross-section and down the

cable length. For a given fibre, the number of modes

that exist depends upon the dimensions of the fibre

core and the variation of the indices of refraction of

both core and cladding across the cross-section. For

step-indexfibres, there are two principal possibilities,

as illustrated in Figure 12.3.

Consider first the top part of Figure 12.3. As can be

seen, the diameter of the core is fairly large relative to

the cladding. As a result, when light enters the optical

fibre it propagates down towards the right in multiple

rays, or multiple modes. This yields the designation

multi-mode. As indicated, the lowest order mode tra-

vels straight down the centre of the core. The higher

modes bounce back and forth more frequently while

propagating; the more bounces that occur per unit

distance, the higher is the mode number.

Note that the output pulse is attenuated relative to

the input pulse, and spread over time, i.e. it suffers

Figure 12.2 Typical spectral response curves for high-
OH� (enhanced UV transmission) and low-OH� (enhanced
IR transmission) fibres; the OH� overtone and side band
positions are marked. The dominant attenuation factors,
indicated by the dashed lines, are Rayleigh scattering at
short wavelengths and IR absorption at long wavelengths.
The dotted lines mark the 90 per cent and 99 per cent
transmission per metre limits
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dispersion. The reasons for this are obvious. The

higher order modes tend to leak into the cladding as

they propagate down the fibre, losing some of their

energy as heat. As indicated in Figure 12.3, the input

pulse is split among the different rays that travel down

the fibre. The bouncing rays and the lowest order

mode, travelling down the centre axis, are all traver-

sing paths of different lengths from input to output.

Consequently, theydo not all reach the right end of the

fibre at the same time. When the output pulse is con-

structed from the separate ray components, the result

is time dispersion.

Now consider the lower part of Figure 12.3; this

diagram corresponds to single-mode propagation. As

mentioned above, the diameter of the core is very small.

Put very simply, the lowest order mode is confined to a

thin cylinder around the axis of the core. Consequently,

therearenobouncesoff thecore–cladding interface,and

hence no energy is lost to heat by leakage into the

cladding. Higher ordermodes are absent if the diameter

of the core is selected tomatch only themodevolumeof

the lowest order mode.

Since the input pulse is confined to a single-ray path

(that of the lowest order mode), there is little time

dispersion, except that due to propagation through the

non-zerodiameter, single-modecylinderand, fornon-

monochromatic light, that due to the wavelength-

dependence of the refractive index. It should also be

pointed out that single-mode propagation exists only

above a specific cut-offwavelength,which is linked to

the fibre core diameter.

One final remark is worth making, regarding sin-

gle-mode and multi-mode fibre transmission. The

lowest order mode in an optical fibre, denoted LP01
or HE11 (e.g. see the textbook by Davis (1996) for

details), exhibits a radially symmetricbeamintensity

profile with a Gaussian distribution envelope. It is

more or less identical to the Gaussian TEM00 inten-

sity profile encountered in conjunction with laser

cavities (see Section 3.3). This beam profile is

shown along with the single-mode propagation in

Figure 12.3. Naturally, in multi-mode fibres, many

modes with high mode numbers contribute to the

beam profile. In addition, the various rays associated

MULTI − MODE
STEP − INDEX FIBFRE

SINGLE − MODE
STEP − INDEX FIBFRE

dispersion

1([n )]ft∆ λ=

cladding  n2

core  n1

input output

dispersion

low-order
mode

high-order
mode cladding  n2

core  n1

1[r,n ( )]ft∆ λ=input output

Figure 12.3 Principle of mode propagation and dispersion in optical fibres. Top: multi-mode step-index fibre; bottom:
single-mode step-index fibre. Typical intensity profiles of the beams exiting the fibre are shown on the right, exhibiting a
‘speckle’ pattern for the multi-mode fibre and a Gaussian profile for the single-mode fibre

12.3 MODE PROPAGATION IN FIBRES 187



with higher modes arrive at different times at the

fibre exit face. This means that, for monochromatic

light, they carry a noticeable phase difference;

therefore, they interfere constructively or destruc-

tively with each other. This gives rise to a ‘speckle’

pattern, as the one shown next to the multi-mode

propagation case in Figure 12.3. Note that this pat-

tern changes dramatically when the fibre is handled

and moved around (which affects the individual ray

paths).
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13
Analysis Instrumentation

and Detectors

In this section we discuss the instrumentation required

to analyse the signature of individual experiments of

laser initiation or probing of chemical processes, i.e.

the analysis of either photons or charged particles

(electrons and ions). In general, both photons and

charged particles require that they be analysed, or

‘filtered’, for their energy, as well as for their relative

abundance in a particular energy interval. The most

common such energy filters will be described in prin-

ciple; for in-depth discussion of construction details

and their operational parameters one needs to consult

relevant textbooks (see the ‘Further Reading’ list). In

addition to the actual analytical instrumentation, the

basic details for the most common detectors are col-

lected in two separate subsections.

13.1 Spectrometers

Instrumentation to analyse the light originating from a

source, be it an ordinary light source or a laser, e.g. the

result of a laser-induced process in a chemical reac-

tion system, basically falls into two categories,

namely spectrometers and interferometers (the latter

type will be discussed in Section 13.2).

Spectrometers rely on the dispersion of the radia-

tion by a wavelength-separating element, like a prism

or a grating. In general, depending on the actual

design, wavelength segments of up to the complete

visible spectrum can be covered in a scan or exposure,

with spectral resolution�lof a few nanometres down

to a hundredth of a nanometre. Individual wavelength

segments and spectral resolution are selected to suit a

particular experiment.

An optical instrument used to disperse and measure

the wavelengths or frequencies of light emitted by

various light sources is commonly known as a spectro-

meter, or spectrograph. Regardless of the manner in

which this particular optical instrument is used, its

construction is essentially the same. Most commonly,

gratings are used in almost all of today’s commercial

instruments.

Like most other wavelength-dispersing instru-

ments, the grating spectrometer is set up around its

dispersing element. The principle of the most common

grating spectrometer design, the so-called Czerny–

Turner configuration, is shown in Figure 13.1.

The collimator directs the radiation entering via the

entrance slit as a parallel light beam onto the grating.

The grating separates this beam into bundles of par-

allel light of different wavelengths, with a unique

diffractionangley for each wavelength. Thedispersed

light is focused by a further imaging element onto the

exit slit for detection by a photosensor (or into the exit
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plane if an array detector is used). However, since

spectral lines in adjoining grating orders may over-

lap (mostly m ¼ 1 and m ¼ 2 in Czerny–Turner

systems), one must be careful in interpreting

the spectral lines observed in the focal plane of the

spectrometer. For example, light of wavelength

l � 650 nm in first order is observed at the same

grating angle as lines near l � 325 nm in second

order. One can avoid this complication through the

use of suitable colour, or long-pass, filters to reject

the unwanted wavelengths from the higher order

incident light. The particular wavelength(s) of

interest are matched with the exit slit position,

or the width of the array detector, by rotating the

grating suitably. For specific photodetector devices,

see Sections 13.3 and 13.4.

Without going into greater detail of the operation of

spectrometers, or deriving the various important para-

meters in their operation, we only briefly summarize

the two most important aspects here.

The light-collecting power or numerical aperture

NA of a spectrometer is broadly defined as the ratio

of the dimension of the collimating optics and the

grating D over the focal length f of the collimating

optic, i.e. NA ¼ D=f . The larger this number, the

more light there is transmitted through the instru-

ment, and hence its sensitivity increases. Evidently,

limits to the value of NA are set by the available

dimensions of the optical components, and (to a

lesser degree) by the overall dimensions of the

spectrometer (excessive size will make an instru-

ment unwieldy).

Linear dispersion and spectral resolution go hand

in hand, and are also linked to the focal length of

the spectrometer. The angular dispersion of the

grating �l=�y is largely determined by the

groove density of the grating; the larger this num-

ber, the better the dispersion (see Section 10.8 for

some details on gratings). In the focal plane of the

exit slit, this angular dispersion translates into

linear spatial dispersion �l=�x (normally quoted

in units of nanometre per millimetre), with x being

the sidewise direction in the focal plane. It is given

by

�l
�x
¼ d cos y

mf

where d is the grating constant; all other parameters

are as defined previously. From this it is clear that high

groove-number gratings and long focal lengths pro-

vide the highest spectral resolution. However, high

resolution may not always be required; therefore, the

choice of instrumentand grating will normallydepend

on the requirement of spectral analysis of light in a

particular experiment.

13.2 Interferometers

Interferometric devices operate on the principle of

constructive and destructive interference within a

passive resonator. The spectral segments covered by

individual instruments are normally much smaller

than those of spectrometers; at the same time, they

exhibit a higher spectral resolution, which can be

�l � 10�3 nm, or better.

The simplest implementation of an interferometric

device is thatof the so-called Fabry–Perot (FP) etalon.

It consists of two plane-parallel, highly reflecting

optical surfaces separated by some distance d, to

form a wavelength-selective resonator, akin to that

in lasers (see Chapter 3). The reflecting surfaces are

formed by multilayer dielectric films on the surface of

glass plates.

Figure 13.1 Schematic of Czerny–Turner spectrometer;
the two options for a scanning (slit plus single-element
detector) and an imaging (CCD array detector) instrument
are indicated
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Two basic configuration of an etalon exist. In the

first one, the two reflective surfaces are on a single

optical flat of thickness d, whose flatness and paralle-

lism are extremely high; such a device is known as a

solid etalon (Figure 13.2a).

The thickness of etalon flats is typically in the range

of 0.5–10 mm. This thickness determines the free

spectral range (FSR), which is given by the spacing

of the FP resonance frequencies, i.e. FSR ¼ c=2d. For

the aforementioned thicknesses, this means that the

FSR is of the order 3000 to 15 GHz.

In the second configuration, the reflective coatings

are on two separate glass plates, which are then kept a

distance dFP apart by a suitable spacer (Figure 13.2b).

Note that the outer surface of each plate is at a wedge

angle (of the order 0.5–1.5�, exaggerated in the figure)

and is, in general, AR coated (to minimize light

reflected from these surfaces, in order to avoid form-

ing a secondary etalon within the glass substrate

itself). Typical air-spaced etalons exhibit plate separa-

tions in the range 3–300 mm, corresponding to FSRs

of 50 to 0.5 GHz.

If the gap can be mechanically varied by moving

one of the mirrors (e.g. by a piezo-electric transducer),

the device is referred to as a scanning FP interferom-

eter (see Figure 13.2c). In practical applications, an

scanning FP interferometer is normally set up with

spherical rather than flat mirrors, to form a confocal

resonator, i.e. the mirror curvature rM is equal to the

mirror spacing dFP. Confocal resonators are least sus-

ceptible to mode-frequency problems associated with

small resonator misalignment, because they are mode

degenerate (a mode-degenerate resonator is a spheri-

cal mirror interferometer in which the frequency of

some of the transverse modes is the same as the

frequency of the axial or longitudinal modes).

Whatever the actual configuration of an FP etalon/

interferometer, the reflectivity of the optical surfaces

affects the transmission. Specifically, if the reflectiv-

ity is relatively low, then the width of the transmission

Figure 13.2 FPdevices: (a) solidetalon; (b)air-spacedetalon; (c) scanningconfocal FP interferometer. Typical transmission
maxima and shapes, as a function of the FP finesse F, are shown in (d)

13.2 INTERFEROMETERS 191



maxima will be broad, whereas high reflectivity max-

ima of transmission will be very narrow. This leads to

the concept of the finesse of the interferometer, which

is simply a measure of the instrument’s ability to

resolve closely spaced spectral lines. The finesse F

is defined by

F ¼ pRFP

1� R2
FP

where RFP is the reflectivity of the FP surfaces. Sche-

matically, the shape of the expected transmission

maxima is shown in Figure 13.2d.

Because of their capability to separate very closely

spaced and narrow spectral features (down to a few

megahertz with high-finesse devices), FP etalons and

interferometers are often used in high-resolution

spectroscopy. Such devices are common tools for

the analysis of laser radiation, for example (i) to

determine the line width of a laser source, (ii) to

characterize the mode composition or to ascertain

that it is operating in a single longitudinal mode, or

(iii) to provide an accurate, calibrated frequency scale

when a laser is scanned in wavelength. The radiation

analysed by the FP device is coupled to it either in

collimated or focused beams.

For scanning FP interferometers, the input beam

(laser or other radiation) is normally collimated, and a

single-element detector is used to record the variation

in signal transmission as a function of changing input

wavelength or of changing mirror separation (see

Figure 13.3a).

For fixed-spacing FP etalons, the radiation is

focussed and passes through the etalon as a con-

vergent or divergent beam. This gives rise to pat-

tern of narrow transmission fringes if the (various)

wavelength rays match the resonance conditions

for transmission, which now also depends on the

angle of incidence y for a particular ray and not

only the etalon spacing dFP (see Figure 13.3b).

Because of the angular dependence, the spacing

of neighbouring fringes changes, becoming less

when further away from the centre of the pattern,

as shown in the figure. Recording the fringe pat-

tern with a 1D array detector reveals a repetitive

intensity pattern coinciding with the fringe posi-

tions (note that individual fringes may be made up

of more than one peak but reflect the frequency

components within the input beam).

Without going into any further detail, we will

mention one other type of interferometer that is

encountered in molecular spectroscopy experiments,

namely the scanning Michelson interferometer (for

detailed descriptions refer to standard textbooks on

optics or laser spectroscopy). These are used in so-

called Fourier transform spectrometers for high-

resolution molecular spectroscopy in the IR; such

instruments are commonly known as FTIR spectro-

meters. While rather popular in analytical molecular

spectroscopy of IR wavelengths, namely to record,

identify and quantify molecular vibrations, they are

less suitable in laser chemistry experiments because

of the rather long acquisition times required to record
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Figure 13.3 FP interferometer configuration: (a) scan-
ning confocal FP interferometer with collimated input beam
and single-element detector; (b) fixed-spacing FP etalon
with divergent input beam and 1D array detector. A typical
fringe pattern and recorded transmission maxima are shown
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spectra with high signal-to-noise ratio. This renders

them nearly unusable in a wide range of experiments

in which pulsed laser sources are used.

13.3 Photon detectors exploiting
the photoelectric effect

Photon detectors are essential for many optical appli-

cations: qualitative and quantitative light intensity

measurements, image recognition and spectral mea-

surements. The basic principal of any photodetector is

that it converts light into electricity, and typically

(though not always) the current response of the system

is measured.

The photoelectric effect is the emission of electrons

from a material when it is exposed to a photon flux; it

was first discovered in the late 19th century, and it can

be said that devices based on this effect were the first

quantitative photon detectors (as early as 1902).

Photoelectrons released from a surface by light

impact have very low kinetic energy, and thus they

only travel any appreciable distance in a high-vacuum

environment. The photoelectric effect exhibits thresh-

old behaviour, i.e. light below a certain frequency,

which depends on the material of the cathode being

exposed, will not result in the emission of electrons,

regardless of how high the irradiance is.

Phototubes

The simplest detector configuration consists of a

photosensitive cathode, frequently shaped in the

form of a half-cylinder, and an anode wire (positive-

biased), which attracts the electrons liberated by the

photons (see Figure 13.4a). Although still on sale,

single-stage phototubes are not used very much any

longer.

Photomultipliers

A photomultiplier does not so much multiply light,

as its name may suggest, but multiplies the elec-

trical output of a photodetector. A photomultiplier

is housed in an evacuated glass tube, as with the

phototube just addressed. It consists of a photo-

sensitive surface that emits electrons, the photo-

cathode, followed by a set of metal plates called

dynodes (see Figure 13.4b). Each of these dynodes

is kept at about þ100 V compared with the pre-

ceding dynode. Thus, the photoelectrons are accel-

erated to the next dynode in the chain, striking it

with energy of �100 eV and releasing a cascade of

secondary electrons. On average, at each dynode

stage the electron pulse is multiplied by a factor

5–10. With a typical photomultiplier tube of

around 10 stages, multiplication factors of 104–

106 are achievable. The final electron pulse reach-

ing the anode, therefore, can easily be amplified by

simple analysis electronics.

Photomultipliers are used in circumstances where

very low light levels need to be detected; ultimately,

with careful suppression of system noise, single

photons can be detected.

When discussing the different types of detector, a

few common parameters are of importance (but which
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Figure 13.4 Schematic of photoelectric devices: (a) phototube; (b) photomultiplier
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will not always be discussed explicitly for the detec-

tors outlined below); these include:

� Gain, which describes the ratio of the photocurrent

that is detected and the primary photocurrent that is

induced by the absorption of photons.

� Response time, which corresponds to the time

delay between the actual absorption of a photon

and the appearance of the associated current at

an electrode.

� Operating temperature, which defines for which

particular temperature a detector provides its best

performance. Since the number of carriers and the

carrier mobility vary with the temperature, not every

detector will work at every temperature; below, only

detectors suitable for operation at room temperature

will be discussed.

13.4 Photodetectors based on
band-gap materials

Semiconductor photodiodes

Semiconductor p–n transitions with a band gapEg are

suitable for the detection of optical radiation, pro-

vided the energy of the photons hn is equal or greater

than the band gap:

hn ¼ hc=l ¼ Ephoton � Eg

An incident photon can stimulate an electron to pass

from the valence band to the conduction band (see

Figure 13.5). Note that only photons absorbed within

the depletion layer (region A to C in the figure) con-

tribute a net current in the device.

Ultimately, only one elementary charge q can be

created for each incoming photon; however, not every

incident photon will necessarily create a charge

carrier.

As just noted, for photon absorption to occur, its

energy has to fit into the band structure of the material

of the detector device. It is clear from the band-gap

energy condition that photons of long wavelength

may not possess sufficient energy to lift the electron

into the conduction band; this constitutes the long-

wavelength cut-off for the device. For short wave-

lengths (or high-energy photons), one has to remem-

ber that the conduction and valence bands also have

upper edges, which are followed bya further bandgap.

Thus, photons having energies exceeding the upper

limit of the conduction band will no longer be

absorbed. Consequently, the wavelength of the light

to be detected determines which type of detector

material has to be used. For example, for wavelengths

in the range�200–1100 nm, Si-photodiode detectors
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Figure 13.5 Photon absorption in the p–n junction area of an Si-photodiode (left) and typical spectral sensitivity of a
UV-enhanced device (right)
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are the most common, whose sensitivity maximum is

around 800 nm. For IR wavelengths, other materials

are required (e.g. InGaAs for the range 800–

1800 nm).

In principle, a photodiode can be used in three

different modes, namely photoconductive, photocur-

rent and photovoltaic modes (see Figure 13.6):

� For the detection of fast and weak signals, the

photoconductive mode is best suited. In this mode

the diode is provided with a bias voltage Ub which

reduces the p–n junction capacity, and thus

increases the cut-off frequency.

� If fast signals with medium strength need to be

recorded, then photodiodes are used in connection

with so-called transimpedance amplifiers. In this

case, the photodiode is driven in the photocurrent

mode, i.e. it is driven in short-cut mode with Ud

being nearly equal to zero. This mode requires that

any preamplifier to be used is in transimpedance

mode, i.e. its input impedance can be matched to

that of the photodiode. This mode, also termed

current-to-voltage converter, allows one to achieve

low input impedance even for high gain.

� The third mode of operation is the photovoltaic

mode, which is used when low and slowly varying

intensities are to be detected; here, the circuit impe-

dance is high (RL is on the order of mega-ohms), and

a voltage signal is measured.

The photocurrent increases linearly with incident

light intensity, as shown in the current versus voltage

(I–V) characteristic curve for a photodiode (see

Figure 13.6b); however, note that saturation (i.e. no

further increase in current) in photodiodes is typically

reached for light exposure of�1–2 mW.

Photodetectors based on
metal–semiconductor junctions

When a semiconductor and a metal are in direct con-

tact, the excessive charge carriers (electrons or holes)

will be drawn from the semiconductor into the metal,

basically inducing a depletion zone similar to that of a

p–n junction. The zone sensitive for photo-absorption

is, as for standard p–n-junction semiconductor

diodes, around the junction; the larger the junction

is, the higher the sensitivity of the detector. Since the

light has to pass through a metal layer in this type of

detector, the metal electrode needs to be very thin,

around 20 nm (or an order of magnitude smaller than

the wavelength of visible light). It also requires an AR

coating to optimize photon absorption. The major

advantage of a metal–semiconductor detector is its

very fast response time without the expense of sensi-

tivity; this stems from the fact that the charge carrier

generationoccurs close toone electrode, which makes

unwanted electron–hole recombination next to

impossible.
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Figure 13.6 Operation characteristics of a p–n junction photodiode: (a) basic circuit set-up; (b) I–V characteristic curve;
ISC: short-circuit current;UOC: open circuit voltage
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Metal–insulator–semiconductor
detectors

This class of detectors is the more commonly man-

ufactured type; they incorporate an insulating

layer, inserted between the metal and the semicon-

ductor interface. In general, those insulating layers

are metal oxides or semiconductor oxides; there-

fore, they are often called metal-oxide-semicon-

ductors, or MOS detectors. These detectors

exhibit superior suppression of charge leakage

compared with their non-MOS counterparts; their

general structure and operation is shown concep-

tually in Figure 13.7. In essence, during charge

accumulation (electrons for an n-type semiconduc-

tor), a positive voltage is applied to the metal,

whereas a negative voltage is applied to the metal

for extraction of the charges. In both cases the

semiconductor acts as ground.

Charge-coupled devices

CCD detectors are the truly omnipresent devices these

days. They consist of a 1D or 2D array of the pre-

viously mentioned MOS or similar mini-detectors (an

individual detector element is called ‘pixel’). This is

the simplest and smallest way to build a digital ima-

ging system with sufficient spatial resolution for most

of today’s applications; arrays of up to 2048� 2048

pixels (each of size �10� 10 mm2) are no longer a

rare occurrence.

A CCD receiver chip is based on photodiode tech-

nology, with an ingenious way of storing the electrons

generated by the incident photons, and then reading

out this information without the need to connect each

pixel individually to the processing electronics. There

are four stages in the CCD reception and transmission

of light information:

� expose the detector to light, generating the photo-

electrons;

� store the photoelectrons in electrical ‘wells’ directly

beneath their pixel;

� transfer the stored charges to the edge of the

device;

� read out the charge and generate a suitable digital

number to represent the light irradiance.

The physical and electrical structure of the device

(see Figure 13.8) creates a ‘potential well’ below each

pixel, in which photoelectrons generated at the pixel

site are captured. In effect, thewells are tiny capacitors,

and each well can hold up to about 102–104 electrons.

When the exposure has been terminated, the

device can be ‘read out’. Note that during read-out

the photoelectric generation has to be stopped. The

read-out is implemented as ‘serial’. An ingenious

cycle of voltages applied to the device moves the

trapped charges along a line, or row, of pixels until it

reaches gates at the edge of the array. As each

charge reaches the edge, an on-board amplifier
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Figure 13.7 Concept of MOS detectors. Left: charge accumulation; right: charge extraction (‘read-out’)
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changes the small charge of a few electrons into a

workable voltage (around a few microvolts per

electron). After some further on-chip processing, a

digital number corresponding to the irradiance

received at each pixel is produced (signal amplitude

resolution is normally in the range 8 to 16 bits). This

digital number is transferred to memory and then

processed as appropriate for the device.

13.5 Measuring laser power and
pulse energy

Although it is not necessarily of primary importance

in laser chemistry experiments to know the laser

power or pulse energy exactly, relative consistency

over time is nearly always an issue. Therefore, a

means for measuring the power/energy content in a

laser beam is required.

In principle, one could use semiconductor photo-

diode devices, such as those discussed above. They

offer high sensitivity, enabling them to detect very low

light levels, and they offer fast response times; thus,

laser pulse shapes can be monitored as well. However,

they saturate for radiation densities of about

1 mW cm�2; thus, attenuating filters must be used

when operating at higher powers. In addition, photo-

diodes exhibit huge variations in response over their

(limited) spectral range, and their spatial uniformity is

often low.

Thus, alternative detection methods are often

needed if high power or high pulse energy laser

radiation has to be monitored. Two of the most

common device technologies are briefly outlined

below.

Thermal (thermopile) detectors

Thermal detectors measure the temperature differ-

ence generated within the detector by the heating

from the laser radiation. Modern commercial devices

consist of a metal disk, connected to a heat sink at its

edge, and anarray of thermocouples located across the

disk; such detectors are known as thermopiles. The

thermocouples are connected in series to produce a

voltage proportional to the temperature difference

from the disk centre to the edge.

When the incident laser power changes, a new

thermal equilibrium condition evolves. This is a rela-

tively slow process, and the response time of a typical

thermopile is of the order of 1 s before the meter

reading has stabilized. Clearly, this constitutes a dis-

advantage when rapid changes in laser beam power

are important to monitor. On the other hand, thermal

sensors are very versatile and robust. They work over

an extremely broad spectral range, offer very uniform

spatial response, and respond linearly to a wide range

of input powers.

Pyroelectric detectors

Pyroelectric materials are non-conducting materials

whose electrical polarization is a function of the
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Figure 13.8 Schematic of CCD-array operation: read-out shifting of charges along a pixel row to a gate electrode (left),
which are generated by light absorption and accumulation in temporary potential wells (right)
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temperature of the material. Essentially, a pyroelec-

tric detector consists of a slab of pyroelectric material

with electrodes deposited on the surfaces towards

which the polarization change in the crystal-axis

orientation occurs. The charge on the electrodes cor-

responds to the polarization of the material, which is

proportional to a change in temperature. When the

temperature changes, as a consequence of laser irra-

diation, current flows through the load resistor; this

can be measured, providing a voltage signal propor-

tional to the incident laser energy.

Because pyroelectric detectors respond to the

change in detector temperature, they cannot be used

for direct measurement of CW laser power. Any CW

input beam first needs to be converted to a pulsed

input, e.g. by a light chopper, in order to be recognized

by the pyroelectric detector. The system can be cali-

brated to indicate the trueCWpowerof the laser beam.

Pyroelectric laser energy/power meters are nearly

wavelength independent in their response and can be

used for radiation from the UV end of the spectrum

through to the far IR.

13.6 Analysis of charged particles
for charge, mass and energy

As a rule, charged-particle analysers use the differ-

ence in mass-to-charge ratio m/e of electrons or

ionized atoms or molecules to separate them from

each other. In this context, mass spectrometry is a

versatile method for distinguishing individual species

(atoms or molecules), and also for determining che-

mical and structural information about molecules.

Molecules have distinctive fragmentation patterns

that provide structural information and also reveal

information about intra-molecular mechanisms of

coupling between potential energy surfaces.

All commonly used charged-particle analysers use

electric and magnetic fields to apply a force on charged

particles (electrons, and positive and negative ions).

The relationship between force, mass, and the applied

fields is described by using two basic equations, namely

Newton’s second law and the Lorentz force law:

F ¼ ma ðNewton0s second lawÞ ð13:1aÞ
F ¼ qðEþ v� BÞ ðLorentz0s force lawÞ ð13:1bÞ

where F is the force applied to the (charged) particle,

m is the mass of the particle, a is the acceleration,

q ¼ ze is the ionic charge, E is the electric field, and

v� B is the vector cross product of the particle velo-

city and the applied magnetic field.

From Equations (13.1a) and (13.1b), it is evident

that the force causes an acceleration that is mass

dependent (Newton’s second law), and that the

applied force is linked to the charge of the particle

(Lorentz’s force law). Consequently, charged-particle

analysers (specifically mass spectrometers) separate

the particles according to their mass-to-charge ratio

(m/z) rather than by their mass alone. Analysers need

tobe able to (i) separate the ions in space or time, based

on their mass-to-charge ratio, and (ii) quantify how

many particles of a specific mass-to-charge ratio

reached a charge-sensitive detector.

In general, a charged-particle analyser consists of a

particle source, an energy- and/or mass-selective ana-

lyser, and a charged-particle detector. In addition,

many instrument designs also require means of

extraction and acceleration to transfer charged parti-

cles from the source region into the analyser. Here, the

basic principles of analyser instrumentation typically

encountered in laser chemistry experiments will be

described, namely (i) electron energy analysers; (ii)

magnetic-sector mass spectrometers; (iii) quadrupole

mass spectrometers; and (iv) TOF mass spectro-

meters.

Note that in this section we will only deal with

charged-particle analyser aspects; the associated

detector will be discussed in Section 13.7. Although

there are numerous methods to generate the charged

particle to be analysed (e.g. thermal ionization (TI),

electrospray ionization (ESI), fast-atom bombard-

ment (FAB), plasma and glow discharge, electron

impact (EI)), we here assume that the charged parti-

cles are generated by laser ionization from (mostly)

neutral parent atoms or molecules.

Scanning analysers

A scanning charged-particle analyser can be

viewed as being analogous to the equipment used

in optical spectroscopy for analysing the wave-

length components of received light. Recall that
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in optical spectroscopy one starts with light com-

posed of individual wavelengths that are present at

different intensities. The spectrograph then separates

the light into its different wavelength components

and a slit is used to select which wavelength reaches

the detector. The different wavelengths are scanned

across the detector slit and the light intensity is

recorded as a function of wavelength. In scanning

charged-particle spectrometry, one starts with a mix-

ture of charged particles having different mass-to-

charge ratios and different relative abundances, and

often different kinetic energies. Electromagnetic

fields separate the particles according to their mass-

to-charge ratios (and energies) and a slit is used to

select which mass-to-charge ratio reaches the detec-

tor. The different mass-to-charge ratios are then

scanned across the detector slit and the current is

recorded as a function of mass (or energy).

Electric- and magnetic-sector analysers

The principle of analysis for both types of sector

instrument is the same: the electric or magnetic

field applied to the sector induces a change in

direction along the curvature of the sector element.

Recall that an object’s velocity remains constant

when an acceleration force is applied perpendicu-

lar to the direction of motion of an object, but it

moves on a circular path. The electromagnetic

forces utilized for analysis, according to Equation

(13.1b), require that electric fields are applied and

changed in the plane of the charged-particle

motion, whereas magnetic fields are perpendicular

to the plane of motion. This is shown schematically

in Figure 13.9 for 180� sectors; other sector dimen-

sions are encountered in the various practical

instrument implementations.

An electric deflection sector is normally made from

two cylindrical electrodes, with the electric field

applied between the two electrodes (Figure 13.9, top

left). The force exerted on the charged particle does

not modify its initial kinetic energy, because it is

perpendicular to the central trajectory (with curvature

rc), but it induces a deviation from this trajectory on

changing the applied field E. Recalling that the cen-

tripetal component of the acceleration in the system is

given by ac ¼ v2=rc, together with the E-dependent

d rc
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Figure 13.9 Principle of electric- and magnetic-sector charged-particle analysers, here shown for a 180� sector (hemi-
spherical analyser). Conceptually, electric sectors serve as kinetic energy analysers; magnetic sectors (magnetic field
perpendicular to the plane) constitute mass analysers
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term in Equation (13.1b) one can see that an electric

sector is basically a kinetic energy analyser

(Ekin ¼ 1
2
mv2), which can be calibrated in terms of

the voltage difference applied to the sector electrodes

(recall that jEj ¼ U=d).

Note that in the case that the kinetic energy of any

particle entering the sector is constant, mass analysis

is possible (although one has to know the total particle

charge q ¼ ze).

In a magnetic deflection sector, ions leaving the

source are normally accelerated by an extraction

field Vex to provide them with kinetic energy:

Ekin;ex ffi zeVex

�
ffi 1

2
mv2

ex

�
ð13:2Þ

Thus, a magnetic sector on its own will separate ions

according to their mass-to-charge ratio, provided that

the charged particles entering the sector exhibit nearly

constant kinetic energy.

The simplest mode of operation of a magnetic-

sector mass spectrometer keeps the accelerating

potential constant and varies the magnetic field. Ions

that have a constant kinetic energy but different mass-

to-charge ratio are brought into focus at the collector

output according to the applied magnetic field

strength. Then the dependence of mass-to-charge

ratio on the magnetic fields is easily derived once

more from Equation (13.1b); one finds

m

ze
¼ B2r2

c

2V

The resolving power Rmass ¼ m=�m of a magnetic-

sector mass spectrometer is predominantly deter-

mined by the slit widths for the ions entering and

leaving the sector. Higher mass resolution is obtained

by decreasing the slit widths, at the expense of a

reduced number of ions reaching the detector.

Quadrupole mass analyser

In essence, the quadrupole mass analyser is a mass

filter: a combination of DC and AC potentials on the

quadrupole rods can be set so that only a selected

mass-to-charge ratio can pass the device. All other

ions exhibit unstable trajectories through the quadru-

pole filter, and at some stage will collide with the

quadrupole rods, thus not reaching the ion detector.

A schematic view of a quadrupole mass filter is shown

in Figure 13.10:

Briefly, the operating principle of a quadrupole

mass analyser is as follows. An ‘ideal’ quadrupole

field can be generated by using four parallel electro-

des, with the two opposite electrodes being separated

by 2r0. These are coupled in pairs and a DC potential

differenceU is applied across the pairs. This generates

a hyperbolic cross-sectional field in the interior. To

this DC field is added an AC component VRF, which

oscillates at radiofrequencyomod (of the order of a few

megahertz and with modulation amplitude Vmod):

VRF ¼ Vmod cosðomodtÞ

The combined potentials are applied to the two sets of

electrodes such that they are out of phase by p, as

shown in Figure 13.10. As a result, the potential � at

each point in the quadrupole filter, as a function of

time, is

� ¼ ½U þ Vmod cosðomodtÞ	
x2 þ y2

r2
0

Under these conditions, ions entering the quadrupole

filter on axis experience a force, which varies in

direction and amplitude. As a result, the charged

particles follow complex, 3D trajectories. In general,

these are unstable and result in a particle colliding

with an electrode on its passage through the analyser;

only a narrow mass range is not affected and, there-

fore, is detected.

One may view the quadrupole filter’s action as a

combination of a ‘low-pass’ and a ‘high-pass’ filter for

masses, i.e. a ‘band-pass’ filter, as indicated in the

bottom part of Figure 13.10. The transmission centre

of the mass band-pass can be adjusted either by alter-

ing the modulation frequency, or by adjusting U and

VRF together, with their ratio at a constant value.

Linear time-of-flight charged-particle
analysers

A TOF mass spectrometer measures the mass-

dependent time it takes ions of different masses to
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travel from a source to the detector. The starting time,

i.e. the time of ion generation, needs to be well defined

for this; pulsed laser ionization affords this.

More often than not, because of geometrical con-

siderations, ions are extracted from the source volume

(where they are generated) by an electric field and

are directed to the entrance aperture of the TOF

mass analyser (see Figure 13.11a). This generates

ions of nearly equal kinetic energy, as outlined in

Equation (13.2).

If one assumes that the uni-kinetic energy ions

entering a field-free TOF region of length LTOF, ions

of different mass mi travel at different velocities, and

hence arrive at a detector placed at the end of the flight

path at different times tTOF ¼ LTOF=vexðmi).

Relating this to the extraction voltage, one finds

for the arrival time of ions of different mass at the

detector

tTOFðmiÞ ¼ LTOF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mi

ze

1

2Vex

r

Reflectron time-of-flight
charged-particle analysers

The ions accelerated from the source to the entrance

aperture of a TOF analyser normally are not generated

mass mass mass
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Figure 13.10 Principle of quadrupole mass filter, acting as a mass band-pass filter: depending on their mass, ions react
differentlytothemodulationfieldVRF,asshowninthelowerpart).AdaptedfromRouessacandRouessac;ChemicalAnalysis,2007,
with permission of John Wiley & Sons Ltd
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at a singular point, and may have been generated with

non-zero initial kinetic energy (even being direction-

ally dependent). Therefore, in general, the ions arriv-

ing at the entrance aperture have a (narrow) spread of

kinetic energies �Ekin;ex. This means that different-

mass ions may overlap in arrival time at the detector,

losing mass resolution.

Various types of TOF mass analyser design

have been developed to compensate for these

differences. Most common is the so-called ‘reflec-

tron’ design; this constitutes an ion optic device

in which ions pass through an electric-potential

‘mirror’ and their flight is reversed, as shown in

Figure 13.11b.

A linear-field reflectron, with a number of electro-

des of fixed potential differences, allows ions with

greater kinetic energies to penetrate deeper into the

reflectron than ions with lower kinetic energies. As a

consequence, the ions that penetrate deeper will take

longer to return to reach the detector. For a pulse of

ions of a given mass-to-charge ratio, with a spread in

kinetic energy, the reflectron compresses the spread in

the ion flight times, and hence the mass resolution of

the TOF analyser is improved.

13.7 Charged-particle detectors

The choice of detector for charged particles (electrons

or positive/negative ions) depends on the design of a

particular instrument and the type of experiment.

Basically, the detector generates a signal from inci-

dent electrons or ions, either by directly inducing a

current or by generating secondary electrons, which

are further amplified. The three most common types

are described below.

Faraday cup

A Faraday cup is a metal (conducting) cup that is

placed in the path of a charged particle beam and

recaptures secondary particles. Basically, when

charged particles impinge on the metal surface, the

metal will become charged (ions are neutralized in

the process). The metal can then be discharged to

measure a small current, equivalent to the number of

deposited electrons/ions.

A Faraday cup, or cylinder electrode detector, is

very simple in construction. The basic principle is that

GND GND

mL
+mH

+ m+

Vex
LToF

ion optics

laser

to pump

MCP

to current 
amplifier

(a)

to MCP

Vreflectron

(b)

fast ion
slow ion

Figure 13.11 Conceptual implementation of TOF mass spectrometers: (a) linear implementation of TOF mass spectrometer;
(b) reflectron-type implementation of TOF mass spectrometer. Adapted from Rouessac and Rouessac; Chemical Analysis, 2007,
with permission of John Wiley & Sons Ltd
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the incident charged particles strike the cup (dynode)

surface, which emits electrons and induces a current;

the dynode electrode is made of a secondary-

particle-emitting material (see Figure 13.12). Note

that Faraday cup detectors are relatively insensitive,

but they are very robust because of their simple

construction.

Electron multiplier tube and channeltron

Electron multiplier tubes are similar in design to

photomultiplier tubes. They consist of a primary cath-

ode and a series of biased dynodes that eject secondary

electrons. Therefore, any incident charged particle

induces a multiplied electron current. A channeltron

is a ‘horn-shaped’ continuous dynode structure that is

coated on the inside with an electron-emissive mate-

rial. Any charged particle, but also high-energy UVor

X-ray photons, striking the channeltron creates sec-

ondary electrons that have an avalanche effect to

create the final current.

Uex

charged

particle beam

Faraday cup

e-

e-

induced
current

Figure 13.12 Schematic of a Faraday cup (or cylinder
electrode)
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Figure 13.13 Schematics of (a) electron multiplier and (b) channeltron detectors. The bias setting for positive and negative
charge detection is exemplified for a channeltron device
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Electron multipliers (also including channel plates;

see below) are the most common devices for detecting

electrons and ions, especially when positive and nega-

tive ions need to be detected with the same instrument.

They both work essentially by extending the princi-

ples of the Faraday cup: a Faraday cup represents one

dynode only, and hence does not provide signal gain.

In the two electron-multiplying devices, the charged

particle generates an initial electron burst at the con-

version dynode, which is then attracted either to the

second dynode or into the continuous dynode, where

more secondary electrons are generated in a repeating

process, ultimately resulting in a cascade of electrons

(see Figure 13.13). The typical amplification achiev-

able depends on the detector bias voltage and can be as

high as�106.

Microchannel plates

A microchannel plate (MCP) is an array of 104–107

miniature electron multipliers, oriented parallel to one

another. Standard devices have channel diameters in the

range 10–100 mm, and their length-to-diameter ratio is

of the order 40–100. Typically, the channel axes are

orientedata smallangle (�8�) to theMCPinput surface.

The channel matrix is usually treated in such a way as to

optimize the secondary emission characteristics of each

channel, and thus each channel can be considered a

continuous dynode structure. Parallel electrical contact

to each channel is provided by the deposition of a

metallic coating on the front and rear surfaces of the

MCP; these constitute the input and output electrodes

respectively. The principles of construction of an MCP

detector are shown in Figure 13.14.

MCP detectors, used as single or cascaded (up to

three individual) devices, allow charged-particle mul-

tiplication factors of 104–107. Note that, like photo-

multipliers, they also exhibit very fast response times.

Finally, with their spatial resolution only limited by

the channel dimensions and the spacing between

channels (typically both of the order 10–20 mm),

they are ideally suited for imaging applications. For

this, the electron flux exiting from the MCP impinges

on a scintillator (phosphor) plate, which in turn is

coupled to a 2D CCD sensor recording the spatial

distribution of the scintillator excitation. All three

components are mounted in close proximity to main-

tain the micrometre resolution, as shown in

Figure 13.14c. Such detectors are used in the electron-

and ion-imaging experiments described, for example,

in Chapter 23.
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Figure 13.14 Schematics of MCP detectors: (a) cutaway view of an MCP; (b) principle of a ‘chevron’ dual-cascade device;
(c) principle of an MCP set-up used in the spatial imaging of charges

204 CH13 ANALYSIS INSTRUMENTATION AND DETECTORS



14
Signal Processing and Data

Acquisition

In experimental measurements, the recording of

signals constitutes one of the central tasks. Signals

come in a variety of guises andmay bemeasured only

a single time or, more likely, repetitively. It is com-

monknowledge that signals never occur on their own,

but that they are always accompanied by unwanted,

albeit sometimes very small, noise components. In

this chapter we briefly describe actual signal and

noise contributions to a measured entity, and how

onecanminimize the influenceofnoiseon thedesired

result.

14.1 Signals, noise and noise
reduction

Signals

The signals observed in an experimental measure-

ment can be continuous, periodic in time, or random;

the most common signal shapes are collected in

Figure 14.1.

If the amplitude of a signal does not vary in time,

one can classify such a signal as a DC signal. Rarely,

if ever, does a DC signal exhibit a truly constant

amplitude; so, in a broader sense, one associates the

termDCwith any signal whose amplitude only varies

minutely over time,with no sudden changes (except if

the signal source is switched on or off).

If the amplitude of a signal varies periodically as a

function of time, and if the shape of the time-varying

amplitude is symmetric in time (often associated with

a duty cycle of 1:1), the term AC signal is used. Most

commonly, sinewave, squarewave or saw-toothwave

forms are encountered in practical experiments (the

former two are included in Figure 14.1). The ampli-

tude values may alter between zero and full, but also

couldconstituteamplitudemodulationsaroundafinite

mean value (associated with amplitude modulation).

Quite often the signal may still be periodic in time,

but the duration of a particular response may be very

shortwith respect to the repetitionof its occurrence. In

this casewe talkof apulsed signal,whoseduty cycle is

normally very much shorter than the 1:1 for AC

signals; e.g. in many experiments that use short-

pulse laser excitation, signal duty cycles of the order

10�9:1 or less are encountered.

In the case that the signal becomes very small in

amplitude, one may reach the point that individual,

random quantum events constitute this signal; by defi-

nition, random events no longer experience periodic

recurrence in time,althoughpartial, accidentalperiodi-

city may be observed.

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



Noise contributions

Experimental measurements are never perfect,

even when using the most sophisticated, modern

instrumentation. Two main classes of measurement

errors are encountered:

� Random errors. These constitute unpredictable

(statistical) variations in repeat measurements of a

signal; if such random fluctuations are associated

with the measurement equipment, then this type

of error is normally callednoise, but the term ‘noise’

is often more widely used to describe random

variations.

� Systematic errors.Everymeasurementdeviatesfrom

the ‘correct’ value by a fixed percentage or amount.

Numerous sources of noise in physical measure-

ments are encountered. From the environment and

instrumentation side, for example, they include build-

ing vibrations, air-flow fluctuations, electric mains

fluctuations, stray radiation from nearby electrical

apparatus, and interference from high-frequency

(radio) transmissions. But also system-intrinsic

sources like random thermal motion of atoms and

molecules, and even the basic quantum nature of

matter and energy itself, contribute to the reproduci-

bility of a particular signal.

From the description of the possible contributors

to noise it is clear that one may expect broadband ran-

dom noise (often called ‘white’ noise) and noise con-

tributions at specific frequencies, e.g. like the frequency

of electric mains at 50 or 60 Hz or high-frequency

voltage spikes from a switch-mode power supply; con-

ceptual examples are included in Figure 14.1.

More generally, the sum of all noise contributions

can be represented as a noise spectrum; a conceptual

example is included in Figure 14.1. The most notice-

able featureof this curve is the steady increase innoise

power as zero frequency is approached. This low-

frequency noise (often called ‘flicker’ noise) has sev-

eral sources, e.g. the variation in dark current of a

photomultiplier. At higher frequencies the spectrum

flattens out into a reasonably constant background,

known as the ‘shot’ noise regime, associated with the

quantum nature of events like photon or electron

emission. Also shown are the specific contributions

to the spectrum from other sources mentioned above.

Systematic errors are normally reflected in a signal

as an offset from the ‘true zero’ value. Such offsets

cannot always be eliminated in a specific instrument;

but, as longas it is known, its contributioncanbe taken

account of during data evaluation. However, the

offset may not always be constant, but vary or drift

over time; such drifts are caused, for example, by

thermal changes in the environment or the measure-

ment equipment, or by the (often uncontrollable)

variation of some experimental parameter.

Noise reduction

The fundamental problem in the measurement

of weak signals is to distinguish the actual signal

from noise. The main difference is that noise is not

DC signal

sinusoidal modulation

square-wave modulation

low duty-cycle pulse train

random single events

white noise

periodic HF-noise

full noise spectrum

baseline drift and offset

NOISE CONTRIBUTIONS /  OFFSET & DRIFT

COMMON SIGNAL FORMS

frequency ν

po
w

er
  (

∆ν
–1

) mains frequency
& harmonics

periodic HF

Figure 14.1 Commonsignal formsencountered incontin-
uousandpulsedeventexperiments;unwantedcontributions
to an observed signal (white noise and periodic high-
frequencynoise)andbaselinedriftareshowninthelowerpart
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reproducible, i.e. it is not the same frommeasurement

to measurement, whereas the actual signal is, at least

partially, reproducible.

Quantitatively, the quality of a signal S is often

expressed as the so-called signal-to-noise ratio,

which is the ratio of the true signal amplitude (e.g.

peak height) to the standard deviation in the noise

distribution �N. The signal-to-noise ratio, or S/N, is

inverselyproportional to the relativestandarddeviation

of thesignalamplitude, i.e.S/N� (S/�N)� (�S/S)�1.

If a signal can be measured more than once (which

may not always be the case), then one can exploit

multiple repeat measurements and average the

point-by-point results. This methodology is normally

knownasensembleaveraging, and it isoneof themost

powerful methods for improving signals, when it can

be applied. For large numbers n of repeat measure-

ments, which exhibit statistical random fluctuations,

to a good approximation the S/N improves with the

square root of the measurement number n.

An example for this is shown in Figure 14.2 for the

measurement of the Raman signal recorded for the

isotope exchange reaction products in a D2:H2 gas

mixture. Whereas for a single measurement the

individual peaks for D2, HD and H2 are just recogniz-

able above the noise, the improvements in S/N by

factors of 4 and 16 (average of 16 and 256 measure-

ments respectively) reveal better quantification of the

three components and some additional spectral fea-

tures (not explained further here).

Which instrument is best suited for capturing sig-

nals from photon or particle detectors? The answer is

based on many factors, which include (i) the signal

intensity, (ii) the time and frequency distribution of

the signal, and (iii) thevarious noise sources, and their

time dependence and frequency distribution.

In general, one distinguishes between DC and AC

measurements; for large signals, both can be made

directly by feeding the signal into a suitable analogue

or digital volt- or ampere-meter. As soon as signal

amplitudes decrease and noise contributions become

ofsimilarmagnitude to the signal, different approaches

are required. Avariety of noise sources can be avoided

byapplyingACmeasurement techniques in the record-

ing of a signal. For example, in DC measurements,

a small signal must compete with often-large low-

frequency noise sources (see Figure 14.1). However,

when the source of the signal is modulated, the signal

may be measured at the modulation frequency, away

from these large low-frequency noise sources.

For an AC or modulated signal source, a variety of

techniquesareavailable.These include lock-in ampli-

fication, gated integration or boxcar averaging, and

event counting, to name but the most important.

In general, the choice between lock-in detection

(phase-sensitive detection) and boxcar averaging

(gated integration) is based on the time behaviour

of the signal. If the signal is fixed in frequency and

has a duty cycle of 0.5, then lock-in detection is best

suited. If the signal is confined to a very short amount

of time and, therefore, the duty cycle is rather small

(as low as 10�6–10�9), then gated integration is

usually the best choice for signal recovery. In the

case that the signal is extremely small, one starts to

observe singular events whose frequency of occur-

rence is associated with the lifetime function of the

process that causes the event to happen. Then, event

counting has to be used; it can be implemented

in either the lock-in or the gated mode. As seen

in Figure 14.3, the crossover point between the

various detection techniques is never very distinct.
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Figure 14.2 Raman signals from an isotopic exchange
reaction of an D2:H2 mixture, exemplifying the effect of
averaging on the recorded signal. The S/N ratio improves
proportionally to the square root of the sample number
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For example, counting works best at very low count

rates, because the use of an input discriminator vir-

tually eliminates analogue front-end noise. Any

(direct) analogue signal detection works well at

very large count rates, since the analogue inputs do

not saturate as easily as a counter. In between, the

choice is normally based on S/N considerations.

We would like to point out that digital signal pro-

cessing techniques are rapidly replacing the analogue

techniques for the synchronous detection of a signal.

In such digital instruments, a fast, high-resolution

analogue-to digital (A/D) converter digitizes the

input signal, and the signal’s amplitude and phase

are determined by high-speed computations in a digi-

tal signal processor. We briefly outline the basic prin-

ciples behind the most common signal analysis

techniques in the sections below.

14.2 DC, AC and balanced detection
methods

All continuous constant-amplitude (DC) and periodic-

variable amplitude (AC up to a few hundred Hertz)

signals can be amplified by standard, low-cost electro-

nics and displayed by common analogue or digital

meters. Here, we summarize the basic principles of

the methodology and highlight points of importance

that need to be considered in the design or choice of

appropriate signal detection apparatus.

DC-signal detection

Simple discrete-component or integrated-circuit

amplifiers are commonly used to establish a propor-

tional link between the incoming signal (normally a

voltage or current signal, Vsig or Isig) and the meter

display (normally in the form of Vout from the

amplifier), i.e.

Vout / Vsig or Isig

For voltage-related signals, standard voltage ampli-

fiers can be of the non-inverting or inverting type,

depending on whether one wishes to maintain or

invert the polarity of a signal for display purposes.

For current-related or charge-related input signals,

current-to-voltage or charge-to-voltage converters

are used; conceptually they are the same, only their

input impedance differs. In order to enhance the

readability of any displayed signal, a smoothing

RC-filtermay be added between the amplifier output

and themeter,which eliminates noise components in

the signal with frequencies larger than the inverse

RC time constant (see the section on noise below).

Ideally, the noise contributed by any electronic

device in the signal path shouldbeverymuch smaller

than the signal itself. Evidently, instrument noise

sets a lower limit how detectable a weak signal is.

The overall concept of DC signal treatment is shown

in Figure 14.4a.

AC signal detection

In principle, the same arguments and choice of instru-

mentation are valid for AC signals as were discussed

forDCsignals.Theonlyadditionalpoint toconsider is

that the bandwidth of the electronic circuitryVsig(AC)

needs to be large enough to cope with the frequency

components of theACsignal. Furthermore, in order to

display the signal on a standard analogue or digital

meter, a rectifier is inserted into the circuit for all but

the lowest frequencies, which in conjunction with a

frequency-matched RC-filter provides once more a

near-DC voltage for convenience of display. Hence,

the displayed signal is proportional to the rectified

average of the input signal, i.e.

Vout / VsigðACÞ
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Figure 14.3 Signal recovery methods, related to signal
duty cycle and signal intensity (in units of events per
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The concept of AC signal treatment is displayed in

Figure 14.4b.

Balanced detection

Absorption spectroscopy is a widely used analytical

technique (see Chapter 6). At its very core, in com-

mercial analytical instruments the method involves

comparing the light transmitted through a blank Ib(l)
to the light transmitted through an absorbing species

Ia(l). These two quantities are related by the absorp-
tion coefficient at the wavelength of interest �(l), the
number density of the absorbing species Na, and the

length x of the path that the light traverses through

the sample. According to Beer’s law, the absorbing

species density is derived as

Na ¼
1

�ðlÞx ln
IbðlÞ
IaðlÞ

� �

The ratio references the desired absorption signal to

the behaviour of the illumination source; as such, it

eliminates any fluctuation of the source, as long as the

relationship between activation and reaction is linear.

In a more general way, the same sort of principle

(i.e. ratiometric comparison) can be applied to elim-

inate the effect of fluctuations in the excitation source

of an experiment, which would otherwise contribute

to the noise in the measured signal. This method is

termed balanced detection and utilizes an electronic

ratiometric amplifier, ormultiplier (see Figure 14.4c).

ThesignalVsig is referencedagainst themonitor signal

of the laser excitation source (or anyother source)Vref,

and the output of the instrument provides the ratio of

the two signals:

Vout / ðVsig=VrefÞ

Then, as long as the response of the ratiometric ampli-

fier is fast enough to follow the fluctuations of the

reference signal, source fluctuations are largely elimi-

nated from the actual signal, provided the response of

the system under investigation is linear proportional

to the stimulus from the excitation (reference) source.

An example for the improvement in S/N, when using a

balanced detection system, is shown in Figure 14.5.

14.3 Lock-in detection techniques

Phase-sensitive detection is a powerful technique for

the recovery of small, periodic signals that may be

obscured by interference, sometimes being of even

larger amplitude than the signal of interest itself.

Basically, phase-sensitive detection refers to the

demodulation, or rectification, of an AC signal by an

electronic circuit, which is controlled by a reference

waveform derived from the device that caused the

signal modulation. For example, in a typical applica-

tion using radiation from a CW laser source for indu-

cing the signal of interest, themodulation is generated

by an optical chopper that periodically switches the

radiation on and off.

A phase-sensitive detector (PSD) constitutes the

central part of instruments commonly known as lock-

in amplifiers. Effectively, a PSD responds to signals

thatareof the samefrequencyandphasewith respect to

the reference waveform; all others are rejected. One
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Figure 14.4 Conceptual implementation of (a) DC signal
detection, (b) AC signal detection and rectification,and (c)
balanced ratiometric signal detection
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could view a PSD as a sort of special ‘rectifier’, which

rectifies only the signal of interest while suppressing

the effect of noise or interfering components accom-

panying that signal. A traditional rectifier, found in

typical AC voltmeters, does not distinguish between

the actual signal and the noise, and thus contains errors

associated with rectified noise components. In con-

trast, thenoisepresent at the input toa lock-inamplifier

is not rectified but appears at the output as a (small)AC

fluctuation. This means that the desired signal

response, a DC level after rectification, can be sepa-

rated from this AC noise contribution by means of a

simple low-pass filter. Thus, overall, the output of the

lock-in amplifier is a DC signal that is proportional to

the amplitude of the modulated AC input signal.

A simplified block diagram for a lock-in amplifier is

shown in Figure 14.6. Note that no assumptions as

to the technology used to implement each of the circuit

elements are made (analogue, digital or mixed-

technology methods may be used). The functionality

of each subgroupof the circuit is nowdescribed briefly.

In the signal channel the input signal, including

noise contributions, is amplified by an adjustable-

gain, AC-coupled amplifier in order to match it

more closely to the optimum input signal range of

the PSD. The performance of the PSD is usually

improved if thebandwidthof thenoisevoltages reach-

ing it is reduced to the frequency range of the expected

signal response; to achieve this, the signal is passed

through a (tracking) band-pass filter centred at the

reference frequency.

Proper operationof thePSDrequires thegeneration

of a precision reference signal within the instrument.
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Figure 14.5 Absorption signal of the 85RbD2-line, usinga
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largely improved S/N ratio
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Figure 14.6 Conceptual implementation of lock-in amplification, comprising the signal channel with input amplifier and
band-pass filter, the reference channel with phase-locked loop (PLL)-reference generator and continuous phase shifter, the
PSD, and the output channel with low-pass filter and buffer amplifier
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When the available reference is far from perfect or

symmetrical, awell-designed reference channel circuit

is very important. The internal, symmetric reference

signal is usually generated using a so-called PLL cir-

cuit. In any real experimental set-up the relationship

between the signal from the detector and the reference

waveformwill not always be exactly in phase.To allow

perfect phasematching at the phase-sensitive demodu-

lator, lock-in amplifiers include flexible phase-shifting

circuitry for the reference waveform, which allows the

introduction of a phase shift over a full period of 2�
(360�). The phase controls on the lock-in usually take
the form of a continuously variable 0–95� adjustment,

plus three fixed increments of 90�, 180� and 270�.
The signal and reference channels aremixedwithin

theactualPSDunit.Therearecurrently threecommon

methods of implementing a PSD, i.e. using an analo-

gue multiplier, a digital switch or a digital multiplier;

each of these has advantages and disadvantages asso-

ciated with practical implementations. In modern

lock-in amplifiers, digital PSD implementations are

usually encountered.

The purpose of the output low-pass filter following

the PSD is to remove the AC components from the

desiredDCoutput.Assuming, for simplicity, that both

the signal and reference waveforms are sinusoidal,

then the output of the multiplier will contain compo-

nents at frequencies of osigþoref and osig�oref,

where the two frequencies are those of the signal

and reference waveforms respectively. The low-pass

filter will eliminate all high frequencies, and only

those at osigffioref will pass, effectively generating

aDC signal (seeBox 14.1 for further details). Further-

more, any AC noise components at a frequency of

on 6¼oref will be smoothed or averaged to a mean

value of�0 V DC by the low-pass filter.

Box 14.1

Output signal from a phase-sensitive detector

Consider the case where a noise-free sinusoidal

signal voltage
Vsig ¼ A cosðo1tÞ

is being detected and the lock-in amplifier is

supplied with a reference signal at frequency

o2 and exhibiting a possible phase shift with

respect to the signal wave:

Vref ¼ B cosðo2t þ ’Þ

The detection process consists of multiplying

(convoluting) these two components together

so that the PSD output voltage is given by

VPSD ¼ Vsig � Vref ¼ A cosðo1tÞ � B cosðo2t þ ’Þ
¼ 1

2
AB½cosððo1þ o2Þtþ’Þ
þ cosððo1� o2Þtþ ’Þ	

If the amplitudeB of the reference signal wave is

kept constant and if the signal and reference

frequencies are equal, o�o1þo2, then the

output from the PSD is a DC signal that is

� proportional to the amplitude A of the input

signal;

� proportional to the cosine of the phase angle
’ between the signal and reference waves;

� modulated at 2ot, i.e. at twice the signal/

reference frequency.

The output from the PSD then passes to a low-

pass filter that removes the 2ot component, leav-

ing the output of the lock-in amplifier as the

required DC signal.

In practice, the signal will usually be accom-

panied by noise, with frequencyon. However, it

can be shown using the equation forVPSD that, as

long as there is no consistent phase relationship

(and, therefore, by implication, no frequency

relationship) between the signal and the noise,

the output from the multiplier due to the noise

voltages will not be constant either; therefore,

noise is effectively removedbya low-passoutput

filter following the PSD unit.
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TheDC output signal voltage froma lock-in ampli-

fier is traditionally displayed on an analogue panel

meter. On the other hand, digital number-displays

become increasingly popular, specifically in digital

instruments under computer control.

We will finish this section with a few cautionary

remarks.

First, if the modulating device is a chopper intro-

duced into the light (or particle) beam, then the signal

itself will not be sinusoidal, but more typically trian-

gular or trapezoidal. Bothwaveforms exhibit substan-

tial odd harmonic content, and since the reference

signal is derived from this imperfect waveform, this

additional odd-harmonic information will filter

through to the output of the lock-in amplifier. Pro-

blems arise in situations in which a harmonic window

coincides with a point in the noise spectrum where a

large discrete interference is encountered (e.g. mains

AC frequencies and their harmonics). However, this

problem should not occur with a suitable choice of

chopping frequency.

Second, one of the most commonly encountered

misconceptions regarding the use of lock-in ampli-

fiers in light measurement concerns their ability to

eliminate a constant DC light level (most commonly

caused by ambient light leaking into the system and

reaching the detector). Because a chopper is used in

the operation of the lock-in amplifier, intuitively one

may assume that, as long as ambient light reaching the

detector does not cause saturation, no problem is

encountered. However, so-called (statistical) shot-

noise background is caused by the light itself and is

associated with its quantum nature. Thus, ambient

light leaking into chopped light systems will always

degrade the signal-to-noise ratio, even though it does

not give rise to an additional DC contribution in the

output of the lock-in amplifier.

14.4 Gated integration/boxcar
averaging techniques

For the measurement of an integral, or to average

a short-time duration signal, a gated integrator or

boxcar averager is themost suitable instrument.Com-

mercial devices allow measurement gates as low as

about 100 ps up to several milliseconds. A gated

integrator is typically used in experiments utilizing

short-pulse laser radiation (of the order of nanose-

conds), in which the pulse repetition rate is low (less

than �100 Hz), which means that the duty cycle is

low; at the same time, the instantaneous count rate for

a laser-induced event is very high.

Conceptually, a gated integrator behaves like a fil-

ter: its output signal is proportional to the average of

the input signal during the integration gate period, so

that frequency components of the input signal, which

have an integral number of cycles during the gate, will

average to zero.More specifically, the gated integrator

or boxcar averager performs signal recovery in three

distinct ways, with a timing sequence as indicated in

the lower part of the block diagram Figure 14.7.

First, the input signal only affects the output during

the period in which it is sampled, i.e. when the integra-

tor’s gate is ‘open’. At all other times its level is unim-

portant, provided that no input overloadoccurs, because

the recovery time might affect a subsequent sample;

and too high a signal might even damage the device.

The gate width and its delay after a synchronizing

trigger pulse is adjusted to suit a particular experiment.

Second, the signal is integrated during the gate

duration, rather thanproviding only a ‘snapshot’mea-

surement of the signal level at one point in time, as

common sample-and-hold circuits do.When the inte-

grator gate opens, the output voltage Vout rises (expo-

nentially) towards the input signal of magnitude Vin,

as shown in the lower part of Figure 14.7. Note that in

the example the gate width is narrow in relation to

overall long-term changes inVin. The time constant of

the gated integrator is set so that the value of Vout is

typically within a few per cent of the (average) input

Vin at the end of the gate period. Thus, high-frequency

(much higher than the reciprocal of the gate-width

time) components of the input signal are smoothed

out. Furthermore, the sampling gatewindowprovides

temporal separation of the signal from noise compo-

nents, which are lower in frequency than the recipro-

cal of the gate-width time. Thus, inherently, the

signal-to-noise ratio is improved in most cases; but

note that very low-frequency components, like drift,

are not eliminated. At the end of the gate period, the

signal Vout is held sufficiently long to be available for

post-acquisition treatment.

Third, as an optional add-on (but which is

implemented in most commercial instruments), the
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measuredsample signals are themselves averaged. As

a consequence, low-frequency fluctuations or noise,

which would cause sample-to-sample signal varia-

tion, are reduced. The signal from the integrator part

is allowed to transfer to the averaging circuit only

during a short period after completion of the signal

integration (this is done so that the integrator can be

zeroed after each accumulation cycle).

Boxcar averagers are normally used in one of two

modes, namely in static-gate samplingor inwaveform

recovery mode; these operating modes are shown

schematically in Figure 14.8.

In static-gate sampling, the boxcar gate delay and

width are fixed relative to the trigger applied; thus, the

instrumentmonitors the same relative point in time of

the input signal. This mode is commonly used to

follow the time evolution of a single feature (e.g. a

peak) in a signal, typically related to the adjustment or

change of some experimental parameter. For exam-

ple, the amplitude of a laser-induced fluorescence

signal in a chemical reaction could be studied as a

function of the reagent pressures (assuming, of

course, that the overall temporal shape of the fluores-

cence emission remains unchanged).

In waveform recovery mode the boxcar averager

operates rather like a sampling device, with the gate

delay being swept over a range of values while the

output is recorded (the gate width should be suffi-

ciently narrow to match the temporal variation in the

waveformtobe studied).The result is apoint-by-point

record of the input signal waveform.

14.5 Event counting

Event counting techniques, readily applicable to par-

ticle or photon counting measurements, offer several

advantages in the measurement of extremely low

signal levels (using suitable amplification electronics,

single photons, electrons or ions can be detected).
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Figure 14.7 Conceptual implementation of boxcar integration, comprising an input buffer amplifier, the gated
integrator (with reset capability), an optional exponential averager, and an output buffer amplifier. The signal
integration during a gate period is indicated at the bottom of the figure; VG,in and VG,out represent the signal voltages
at the input and output of the gated integrator section
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Theyexhibit: (i) veryhigh sensitivity,with count rates

as low as one event per minute still being able to

provide usable signals; (ii) large dynamic range,

where signal levels with rates as high as�108 counts
per second can still be recorded; (iii) discrimination

against low-level noise, where any analogue noise

below the discriminator thresholds will be disre-

garded; (iv) the ability to be applicable to almost the

whole range of duty cycles, from CW to 10�9. Note

that event counting can be used in either lock-in or

gatedmode,dependingon theexpecteddistributionof

event occurrence over time.

The components in a basic event counting system

are shown inFigure 14.9. Event counting requires that

the output pulse of the photon detector (most likely a

photomultiplier) or charged-particle detector (e.g. a

channeltron) is large enough to trigger the discrimi-

nator. There are two parameters that must be opti-

mized for this: the discriminator setting and the

photo-/ion-multiplier operating voltage.

Commercial preamplifier–discriminator combi-

nations come in both fixed threshold and variable

threshold versions; the former is normally optimized

by the manufacturer. In practice, a discriminator

threshold level of 2–20 mV offers optimal perfor-

mance; at a lower threshold the electronics would

become susceptible to electric-noise interference,

and higher thresholds would require higher gain to

be achieved by the detector itself and by the pream-

plifier stage.

When contemplating a single-event response of a

detector system, one must consider the gain and size

distribution of the detector pulses. For example, the

gain process in a photomultiplier derives from sec-

ondary electron emission, which is a quantized pro-

cess and ideally should obey Poisson statistics.

Although each individual event starts with a single

photoelectron, the statistical nature of photomulti-

plier gain means that pulses reaching the anode

will exhibit pulse-to-pulse variations. The related

time
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Figure 14.8 Boxcar averager operating modes: static-gate mode for signal averaging or following the time evolution
of an experimental parameter influencing the signal; waveform recoverymode for reconstructing the shape of a fast signal
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pulse-height distribution is called the single-electron

response (SER), as shown at the bottom of Figure

14.9; note the deviation from the ideal Poisson shape

at low electron-equivalence values, which is due to

system imperfections. The typical threshold setting

associated with this type of signal distribution shape

is also indicated in the figure.

Most common photomultiplier and channeltron

detectors exhibit operatinggains of106–107, although

higher gain devices are available. Thus, for a typical

detector device with gain G¼ 106 and anode pulse

width Tp¼ 5 ns, the mean peak pulse voltage, origi-

nating from a single electron charge e¼ 1.6
 10�19

C, at the input of a preamplifier–discriminator with

Rpad¼ 50 � impedance is

Vin � RpadGe=Tp ¼ 50
 106 
 1:6
 10�19=5


 10�9 ffi 1:6mV

Note that, since the pulse height Vin is proportional to

the detector gain (photomultiplier and channeltron

alike), the setting of G will determine the fraction of

the pulse height distribution that will exceed the

threshold voltage, and hence the measured count

rate. Thus, for example, for Vin to surpass typical

discriminator thresholds in practice either the gain

needs to be increased, or a 
10 preamplifier is

required (for the cited numerical example of a 2–20

mV signal).

To avoid electrical interference, the amplifier and

discriminator are best integrated into one electronic

module, and the connection to the photon/particle de-

tector should be as short as possible andwell shielded.

The ‘logic’ output of the discriminator (normally,

so-called TTL pulses) is connected to a counter. This

can be a simple bench-top frequency counter or a

counter module with computer interface and acquisi-

tion control.

UL

LL --- TTL–level
standard pulses

DETECTOR                 PRE – DISCRIMINATOR PULSE               COUNTER
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Figure 14.9 Conceptual implementation of event counting, comprising the event detector (for photons or charged
particles), the preamplifier–discriminator setting the lower limit (LL) and upper limit (UL) for the event pulses, a pulse
shaper to generate pulses of fixed amplitude (e.g. transistor–transistor logic (TTL) level) and fixed duration, and a
counter. A typical single-electron response distribution, revealing the statistics in the amplitude of the detector pulses,
is shown at the bottom of the figure
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14.6 Digital conversion and data
acquisition

Continuous electrical signals are converted to the

digital language of computers using A/D converters.

An A/D converter may be housed on a PC board with

associated circuitry or in a variety of remote or net-

worked configurations. In addition to the converter

itself, ancillary electronic circuitry may be found on

board, such as sample-and-hold circuits, amplifiers, a

channel multiplexer, timing and synchronization cir-

cuits, and signal conditioning elements. Furthermore,

the logic circuits necessary to control the transfer of

data to computermemory or to an internal register are

alsoneeded.However, theparticular electronic imple-

mentation of the converter device is of no concern

here; it is its performance and suitability for a parti-

cular application that is of interest.

A wide range of different products and configura-

tions canbe selected thatwill acquire andprocess data

equallywell. Virtually all of themhave the samebasic

specifications and options on their data sheets, which

reflect the on-board circuits (see Figure 14.10). It

depends on the requirements of a particular experi-

ment, and probably also on the available budget, as to

what type of product is selected.

The entities and parameters important in the selec-

tion process are the number of available input chan-

nels, signal conditioning capabilities, analogue input

amplification control, converter resolution and speed,

and overall system accuracy:

� Number of analogue input channels. Modern con-

verter cards normally have 2 to 16 single-ended

(SE) analogue input channels. These may be

grouped in pairs to become differential input (DE)

channels.SEchannels all reference the sameground

point; they are commonly used if the input signals

are reasonably large, of the order 1 Vor larger. DE

channels have different reference points for each

input of the SE pair; they are used if noise immunity

is of importance, and they help prevent ground

loops.

� Signal conditioning. The response signal from any

sensor must be adapted/converted into a voltage or

current signal that theA/Dconverter electronics can

understand. This can be done by a local signal con-

ditioner, or by an electronic circuit on board.

� Analogue inputs and amplification. In general, any
of the individual channels can be selected (sequen-

tially) by using a multiplexer. Typical A/D conver-

ters can handle voltage inputs in the range�10V. In
order to maintain high conversion resolution (see

below), a programmable amplifier normally ampli-

fies input signals of small amplitude, e.g. 
100
amplificationwill transform�100mVinput signals

to full-scale�10 V waveforms.

� A/D converter resolution and sampling rate. The

resolution determines the smallest signal value

change the system can detect. Commonly, conver-

ters have between 8-bit and 16-bit resolution (note

that e.g. 8-bit/12-bit/16-bit systems resolve 1 part in

256/4096/65 536). The sampling rate determines

how fast an analogue signal is converted into its

digital representation. In order to ascertain that the

input signal does not change during a conversion, a

sample-and-hold circuit generally precedes the

converter, which isolates the input and holds the
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Figure 14.10 Schematic diagram for the signal flow and
process control in an A/D converter device. The approxima-
tion of an analogue input signal by the digital conversion
waveform is shown in the bottompart

216 CH14 SIGNAL PROCESSING AND DATA ACQUISITION



momentary signal amplitude for the duration of the

conversion.

� Accuracy. This is a functionofmanyvariables in the

system, includingA/D non-linearity, amplifier non-

linearity, gain and offset errors, drift, noise, and all

the other things that may give problems in the

handling of input signals.

Althoughnot strictly part of data acquisition,many

data acquisition products offer analogue outputs

and digital input/output (I/O) on the same board.

In almost all cases, data acquisition boards that

have analogue output integrated on board have two

output channels based on digital-to-analogue (D/A)

converters; these normally have the same resolution

as the D/A converters of the device. To have the

ability to provide a computer-controlled analogue

voltage to an experiment is an advantage if, for exam-

ple, a device in the experiment needs to be adjusted

synchronously to the data acquisition. Most digital

channels on data acquisition boards can be config-

ured either as input or output. Digital information in

the form of ‘YES/NO’ control signals is a useful

property to have available in a computer-controlled

environment.

The converted digital signal is subsequently

handled in the PC by data acquisition and analysis

software. There are a wide range of commercial pro-

grams available for the task, far toomanyeven to try to

list them here, and users often write their own pro-

blem-oriented codes. The only comment that we

would like to make here is that computer-aided data

acquisition makes accumulation over long periods of

time much easier; and averaging and noise-reduction

routines can be used to improve on the signal quality.

It is also worth noting that most of the signal-

handling electronics (lock-in, boxcar and event-

counting devices) can be simulated in many cases by

utilizing the A/D converter under the control of a

software implementation that models the device pro-

cedure.Suchdigital (virtual)deviceshaveanumberof

advantages, e.g. onedoes not needdifferent electronic

instruments for the various signal-conditioning

methods; and because of being digital, many analo-

gue-noise problems are reduced. On the other hand, if

speed is of essence, then A/D conversion times may

not be fast enough for particular experiments.
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PART 4

Laser Studies of Photo-
dissociation, Photoionization
and Unimolecular Processes



Lasers are the precision tools of photochemistry

and they have been used to both pump (initiate) and

probe (analyse) chemical processes on time-scales

that are short enough to allow the direct observation

of intramolecular motion and fragmentation (i.e.

on the femtosecond time-scale). Thus, laser-based

techniques provide us with one of the most direct

and effective methods for investigating the mechan-

isms and dynamics of fundamental processes, such

as photodissociation, photoionization and unimolecu-

lar reactions. Avery widevariety of molecular systems

have now been studied using laser techniques, and

only a few selected examples can be described here.

It is convenient to divide photodissociation and

photoionization processes into two broad categories,

i.e. direct processes and indirect processes. In this

context, we note that unimolecular processes are es-

sentially all indirect. Direct processes are character-

ized by the instantaneous and smooth departure of

the fragments on an unbound potential energy surface

(PES), without any re-collisions. Direct processes are

therefore impulsive in nature and the energy distribu-

tion in the fragments is non-statistical (i.e. non-Boltz-

mann). The photofragments will generally be

scattered anisotropically and, as we shall see later,

this scattering is strongly dependent on the polariza-

tion state of the laser.

In contrast, indirect processes involve PESs that

are initially bound, with the excited molecules under-

going several vibrations (i.e. the atoms follow com-

plex trajectories on the PES) before the fragments

escape on a repulsive part of the same PES, or via

another repulsive electronic state that crosses it and

with which it is mixed. Provided that the lifetime of

the bound state is long enough, the energy distribution

in the fragments will be statistical and the photofrag-

ments will be scattered isotropically (for this to be

the case, the excited molecule must live long enough

for one or more complete rotations to take place).

However, excited states can have a range of life-

times and there will be a corresponding spread of

fragment energy distributions, varying from purely

statistical to impulsive (non-statistical). There is thus

a grey area between the two main categories of direct

and indirect processes outlined above. Nevertheless, it

is useful to retain these categories, and in the examples

presented in this chapter we will aim to distinguish

between those processes that are clearly direct, those

that are indirect and those that lie between the two

limiting cases.

These direct and indirect processes have their coun-

terparts in reactive scattering, as the same dynamical

considerations are important for a detailed under-

standing of bimolecular reactions. For the present,

we note that photodissociation can be viewed as a

half collision, with the excited state being considered

as the ‘collision complex’ from which the reaction

products recoil. The key difference from a full col-

lision is that the recoil of photoexcited molecules

starts from a well-defined geometry and energy, and

a narrow range of effective impact parameters and

angular momentum states (this is particularly the case

when molecules are cooled by supersonic expansion).

Full collisions, on the other hand, favour states of

higher angular momentum; further discussion of

collisional processes and reactive scattering can be

found in Part 5.

It is important to note that the underlying physics of

unimolecular processes, indirect photodissociation

and autoionization (i.e. indirect photoionization;

E

hν

E1 E2

CONTINUUM

Figure P4.1 Energy-level diagram illustrating the ef-
fect of coupling between bound states E1 and a conti-
nuum E2, which results in dissociation. The broadening
seen in the higher levels of the discrete spectrum (shown
on the left of the figure) is produced when the bound
states are coupled to the continuum on the right. This
shortens the lifetime of the discrete states
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see Chapter 18), has a common basis. These processes

are all related, in that they involve a transition from

a bound state to a continuum state, as illustrated in

Figure P4.1. The underlying basic theory is similar in

each case, but it is important to note that unimolecular

processes normally take place on the ground-state

PES, whereas photodissociation and photoionization

generally involve electronically excited PESs. We

shall not enter into a detailed discussion of unimole-

cular theory here; rather, we aim to give a clear phy-

sical picture of the important dynamic and energetic

factors that determine the final product state distribu-

tion. We therefore confine our discussion to the use of

RRK and RRKM theory to understand unimolecular

processes.

In most photodissociation and photoionization

studies attention has been focused on characterizing

the potential surfaces involved. However, when large

molecules are considered, such as those of biological

interest, the complexity of their spectra presents a

major challenge and the analysis becomes difficult

and often ambiguous. At this point it becomes more

profitable to think of using time-resolved diffraction

techniques, and we will consider this point in more

detail in Chapter 19. We will also consider techniques

that have recently emerged, which allow molecules to

be manipulated, and product yields optimized, with-

out any detailed knowledge of the PESs involved.

Note that at the high intensities achievable with

lasers, multiphoton processes often become impor-

tant and, therefore, it is possible to access highly

excited states of molecules using visible or near-UV

radiation through the simultaneous absorption of

more than one photon. This is an important practical

point, as the operation of lasers in the visible and

UV is much more convenient than is the case for

VUV lasers. Multiphoton processes will be addressed

later in Chapter 18, but we start by considering single-

photon excitation processes, where the underlying

concepts can be most readily grasped.
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15
Photodissociation of Diatomic

Molecules

The simplest case of photodissociation involves

electronic excitation from the ground state of a

molecule to a purely repulsive state. In effect, the

bonding in the molecule is annulled by promotion

of an electron from a bonding or non-bonding orbi-

tal into an antibonding orbital. The molecule then

dissociates along a repulsive potential surface on

the femtosecond time-scale:

AB�!hv Aþ Bþ KE

This is clearly a direct process and the sequence of

events is illustrated in Figure 15.1.

15.1 Photofragment kinetic energy

For a diatomic molecule, the kinetic energy KE of the

dissociating atoms is related to the photon energy hv

through

KE ¼ hvþ EAB � D0
0 � E�B ð15:1Þ

where EAB is the initial internal ro-vibrational energy

of AB (this can be significant at high temperatures, but

is generally small at 300 K and can be reduced to

almost zero if the molecules are jet-cooled), D0
0 is the

bond dissociation energy andE�B takes account of any

electronic excitation energy in the atomic fragments

(this is zero when both atoms are in their ground

electronic state, as shown in Figure 15.2). In cases

where electronically excited atoms are formed, the

relevant excitation energy is readily found in standard

reference tables, which give very precise atomic term

(energy) values.

Now the kinetic energy of atom A is related to its

momentum pA (¼mAvA) by the relation

KEA ¼
p2

A

2mA

ð15:2Þ

with a corresponding equation for KEB (i.e. by inter-

change of the subscripts A and B). As the two atoms

must recoil with equal and opposite momentum, i.e.

pA¼ pB, the total kinetic energy is given by

KE ¼ p2

2

1

mA

þ 1

mB

� �
¼ p2

2

mA þ mB

mAmB

� �

Thus, the kinetic energy of the individual atoms is

given by

KEA¼
p2

2mA

¼ KE
1

mA

mAmB

mAþ mB

¼KE
mB

mAþ mB

� ���
ð15:3Þ

with a corresponding expression for KEB.
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Once the velocity of one of the atoms has been

determined, the total kinetic energy released can be

calculated from Equation (15.3) and an accurate bond

dissociation energy for the molecule AB can be

obtained, provided the electronic state of the atomic

fragment is known.

Several methods have been devised for measuring

the kinetic energy released in photodissociation pro-

cesses, the simplest in principle being the determina-

tion of the velocity of one of the atoms by measuring

its TOF to a detector over a known distance. Alterna-

tively, the Doppler profile for a line in the atomic

spectrum of one of the recoiling atoms can be used.

Thus, if a fragment is travelling along the probe laser

axis with a velocity vz, there is a shift in the absorption

or fluorescence frequency given by

v ¼ v0ð1� vz=cÞ

where v0 is the absorption or emission frequency of a

stationary fragment, c is the velocity of light and the

plus/minus sign accounts for motion in the opposite/

same direction as the propagation of the probe laser

beam. The Doppler shift is thus given by

�v ¼ v� v0 ¼ �v0ðvz=cÞ

Doppler profiles are generally measured by using a

narrow-band probe laser to produce fluorescence or

ionization (e.g. REMPI; see Chapter 9) and the

line shifts are obtained by scanning the laser over

the line to produce a fluorescence or ionization excita-

tion spectrum.

The standard experimental arrangement for

studying photodissociation is shown in Figure 15.2.

The pump and probe lasers are shown as counter-

propagating, although this need not necessarily be

the case, and intersect the molecular beam at 90�. If

the photofragments are detected using REMPI, then

their velocity can be determined by TOF analysis

(i.e. their TOF, over a known distance, to the detector).

This method is referred to as photo-translational

spectroscopy (PTS). The ions are generally collected

perpendicular to the plane containing the laser beams

and the molecular beam, but other more sophisticated

arrangements can be used, with the detector being

rotated around the point where the molecular

and photon beams intersect, or by using imaging

techniques, as described in Chapter 13. These

more advanced approaches provide information on

the angular distribution of the fragments, and we

shall return to this point below.

From Equation (15.1), it is clear that the kinetic

energy of the departing atom can be controlled by

tuning the laser frequency across the Franck–Condon

window (i.e. the frequency range of the absorption

continuum). Thus, by changing the laser frequency

one can change the collision energy in bimolecular

A + B + K.E.

AB

A – B  Separation

E
ne

rg
y

Figure 15.1 Potential energy diagram showing single
photon excitation and photodissociation of a diatomic
molecule on a purely repulsive potential surface (i.e. direct
dissociation)

DETECTOR

PROBE
LASER

MOLECULAR
BEAM

PUMP
LASER

E

Figure 15.2 Diagrammatic representation of a typical
experimental arrangement for the study of photodisso-
ciation processes. The counter-propagating pump and
probe lasers intersect the molecular beam at right angles,
with the detector being positioned perpendicular to the
plane containing the laser beams and molecular beam
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processes and study the translational energy depen-

dence of reaction cross-sections (see Chapter 21). For

hydrides, the departing H atom will receive most of

the kinetic energy, due to the conservation of momen-

tum (Equation (15.2)), and this effect has been used to

study hot hydrogen atom reactions. The advantage of

using laser photolysis is that it provides narrow-band

excitation, and hence a narrow range of kinetic ener-

gies. This is particularly important for the study of

reaction threshold phenomena (see Chapter 23 for

further details). For precise work, a small correction

for the initial velocity of the parent molecule must also

be applied.

Returning to Equation (15.1), it is clear that a

further challenge arises if more than one electronic

state of the atoms is produced (e.g. if more than one

repulsive PES is accessed), as is often the case. In

such cases, two or more flight times are observed

which vary with the pump (photolysis) frequency.

Photofragment imaging is particularly powerful in

this area, as illustrated for the photodissociation of

DI in Chapter 9. Information of this type can be

used to characterize the potential surfaces and the

couplings between surfaces at curve crossings (see

Section 15.3).

15.2 Angular distributions
and anisotropic scattering

Further information on the electronic states involved

inphotodissociationcanbeobtainedby examining the

angular distribution of the recoiling fragments. How-

ever, in order to study the angular distributions of

photofragments we need a reference coordinate, as

the molecules will have random and constantly chan-

ging orientations in the gas phase. A reference direc-

tion is in fact automatically provided if the laser is

polarized. It is fortunate, therefore, that the output of

most lasers is already linear-plane polarized, due to

optical components that are at the Brewster angle.

However, even if the laser is not already polarized, it

is a relatively simple matter to produce a polarized

beam (see Chapter 11).

For electric dipole transitions the probability of

molecular excitation (i.e. the probability of absorp-

tion) is proportional to ðl�EÞ2. Thus, the strongest

absorption occurs when l and E are parallel. Further-

more, as the transition-moment of a diatomic mole-

cule must either lie along the internuclear axis, i.e. a

parallel transition (when ��¼ 0), or perpendicular

to it (when �� ¼ 1), a molecule will only absorb

light efficiently for a limited range of orientations

with respect to a polarized laser beam, as illustrated

in Figure 15.3 for a parallel ð�� ¼ 0Þ transition. A

brief summary of the key points, needed for further

discussion, is given below.

Clearly, the fragments will recoil in a direction

either parallel or perpendicular to the direction of

polarization E, depending on the orientation of the

transition moment in the molecule. The laboratory

frame angular distribution of fragments is derived by

averaging the distribution of l aboutE and is given by

Pð�Þ ¼ 1þ bP2ðcos �Þ
4�

ð15:4Þ

where P2(cos �) is a second Legendre polynomial in

cos �ð¼ 1
2
ð3 cos2 �� 1ÞÞ, � is the polar angle between

the vectors v and E, and b is the so-called anisotropy

parameter. For a parallel transition, as shown in

Figure 15.3, a cos2 � distribution will be observed,

whilst for a perpendicular transition a sin2 � distribu-

tion will be seen. Accordingly, for transitions to a

single (repulsive) potential, the anisotropy value will

E µ
µ

E

(b)(a)

Figure 15.3 The effect of molecular orientation, with
respect to the transition moment l and the electric
vector Eontheexcitationandrecoildirectionfor thephoto-
dissociation of diatomic molecules. In (a) the transition
momentandelectricvectorareparallel,whichistheoptimum
for excitation,whereas in (b) they are perpendicular, result-
ing in zero excitation
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be b ¼ �1 for a perpendicular transition and b ¼ þ2

for a parallel transition.

If the dissociation process is not direct (see the

section on predissociation below) and the molecule

has time to rotate (a few picoseconds), then the angu-

lar distribution will be smeared out (i.e. it becomes

isotropic) and the b value will be zero. Intermediate

values of b can also arise from a breakdown of the

axial recoil approximation (i.e. when the tangential

velocity of the rotating parent molecule is greater than

the recoil velocity), which can occur close to the

threshold for dissociation, or when mixed parallel/

perpendicular transitions are encountered.

Angular distributions can be measured by rotating

the direction of polarization of the pump laser, or by

rotating the detector around the direction of propaga-

tion of the laser beam. However, more efficient meth-

ods for photofragment imaging have been developed

over the past few years, and the reader is referred to

Chapter 13, and to reviews by Heck and Chandler

(1995), Houston (1996) and Sato (2001) for further

details. From the above, it is clear that the measure-

ment of angular distributions can provide valuable

information on the time-scale and dynamics of photo-

dissociation processes, as well as on the orientation of

the electronic transition moment in the molecule.

Examples to illustrate each of these points are given

in the following sections.

As we shall see in Chapter 18, molecules can be

aligned (principal axes parallel) by intense laser fields

and oriented (dipoles point in the same direction) by

static electric fields. In an elegant experiment, con-

ducted by Vigue’s group (Bazalgette et al., 1998), ICl

molecules were first cooled in a supersonic molecular

beam (T� 5 K) and then oriented by a static electric

field of �104 V cm�1 before being photodissociated

ðl ¼ 488 nmÞ. As the visible dissociation continuum

of ICl is dominated by a parallel transition, the atomic

fragment yield was found to be sharply peaked when

the laser polarization was parallel to the electric field

direction. The direction of the static electric field

could be reversed, which reoriented the molecules,

and this was used to confirm the sign/direction of the

dipole moment in the molecule by observing the uni-

directional recoil of the I-atom fragment. Without the

strong electric field only a subset of molecules with

favourablel�Ewould fragment in the direction of the

detector and equal numbers of I atoms would be

scattered both towards and away from the detector.

15.3 Predissociation and curve
crossing

Excitation to bound states may also lead to disso-

ciation through so-called predissociation. In this

case, the initially prepared state is bound, but if it

is crossed by a repulsive state, to which it is coupled

(see Figure 15.4), then vibrational motion in the

crossing region can lead to leakage onto the repul-

sive potential and the molecule will dissociate. The

lifetime of a predissociated state will clearly depend

on the strength of coupling between the two states,

but even for weakly coupled states ð�e�1 cm�1Þ
there is a very large reduction in fluorescence efficiency

ð�fl < 1 per cent); see Box 15.1 for further details.

Laser excitation has been used extensively to deter-

mine fluorescence lifetimes of predissociated states,

both directly in the time domain and indirectly

through line-width measurements, and these studies

have provided valuable insight into predissociation

mechanisms for a wide range of molecules. Sharp

lines (resonances) can be observed again at energies

above the point of crossing, and these can best be

treated using scattering theory.

One of the most intuitive examples to understand

curve crossing and potential energy curve interaction,

which complements the discussion of predissocia-

tion, is that of the interaction of ionic and covalent

potentials (e.g. Aþ þ B� and Aþ B) exhibiting the

same molecular symmetry (e.g. 1�þ). This is shown

schematically in Figure 15.5.

A – B  Separation

AB

AB*

A + B

A + B*

E
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Figure 15.4 Potential energy diagram showing the pre-
dissociation of a bound electronically excited state by a
repulsive state. The dashed arrow indicates the predis-
sociation step, which competes with and reduces the
fluorescence yield from the excited state
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At the crossing point, the static interaction matrix

element jH12j2 largely determines what happens to the

motion of the atoms in the molecule. When the inter-

action is very weak or zero, the molecular motion

proceeds along the (solid) diabatic curve (i.e. the one

in which the electron maintains it configuration, as

outlined in Box 15.1). With increasing interaction,

the probability for the electron to ‘jump’ from one

configuration to another increases, e.g. to change

from covalent to ionic, or vice versa. For very strong

coupling, the adiabatic (dashed) curve becomes the

dominant pathway for the intermolecular motion, for

which the electron configuration changes at the cross-

ing distance. The ‘splitting’ of the adiabatic curves is

described by the parameter �e (cm�1), which is asso-

ciated with the interaction matrix element jH12j2. The

smaller this splitting or interaction is, the higher the

probability that the molecular motion will continue

along the diabatic path. But, as stated in Box 15.1, the

crossing probability also depends on the relative speed

Box 15.1

Curve crossing in predissociation

Quite frequently, potential energy curves (sur-

faces) ‘cross’ and these crossings havevery impor-

tant consequences. One of the simplest examples

for potential curve interaction is predissociation

of a diatomic molecule. The key points are:

1. The efficiency of predissociation (e.g. the

formation of Aþ B from AB*) depends

upon the strength of coupling, which is pro-

portional to the interaction Hamiltonian

jH12j2 between the two electronic states cor-

relating with Aþ B* and Aþ B.

2. If the coupling is very weak, then predisso-

ciation has little effect and fluorescence back

to the ground state is the dominant decay

process.

3. If the two states have the same electronic sym-

metry and spin, then the interaction can be

strong and this leads to an avoided crossing.

The system is then best considered in terms of

two new curves (the dashed lines in Figure

15.4; see also Figure 15.5), which repel each

other. The original potential energy curves

(solid lines) are associated with the diabatic

states (i.e. states in which the electronic con-

figuration is maintained as a function of inter-

nuclear separation R). The new potential

energy curves (dashed) are associated with

adiabatic states. If the nuclei pass through the

avoided crossing slowly, then the system

evolves along the new adiabatic (dashed)

curves. On the other hand, if the nuclei are

moving very rapidly then they will tend to

follow the solid, diabatic curves. In this case,

the electrons are unable to adjust to the rapidly

moving nuclear motion and there is a break-

down of the Born–Oppenheimer approxima-

tion (i.e. the electrons are unable to change

configuration due to the rapid nuclear motion).

4. A common form of coupling is spin-orbit

coupling. As the strength of the spin-orbit

coupling increases, with increasing mass of

the atoms involved, so too does the predis-

sociation rate (i.e. the rate at which product

atoms are formed). For predissociation rates

of the order 109 s�1 there is strong competi-

tion with fluorescence; the fluorescence yield

drops to very low values (often<1 per cent). In

extreme cases the molecule dissociates directly

(�10�13 s), and no fluorescence is observed.

5. An important example of spin-orbit cou-

pling is singlet/triplet crossing in large

polyatomic molecules, which results in

intersystem crossing to produce long-lived

triplet states. However, it should be noted

that, in this case, the final state is generally

a bound state.

A more detailed treatment of curve crossing, in

terms of Landau–Zehner theory, can be found,

for example, in Levine (2005).
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of the motion; thus, even for large splittings, fast-mov-

ing particles can cross over following the diabatic

potential path. Predissociation and curve-crossing phe-

nomena are well covered in many standard texts, and

the reader is referred to Hollas (1998), for example, for

further details.

15.4 Femtosecond studies:
chemistry in the fast lane

An interesting and direct experimental approach to the

study of interstate coupling and avoided crossings

comes from the femtosecond work of Zewail’s group,

who investigated the photodissociation of NaI directly

in real time. The ground state of NaI is ionic in char-

acter, correlating diabatically with Naþ and I� at the

dissociation limit. However, the ground-state potential

is crossed by an unbound covalent potential, which has

the same electronic symmetry and with which it is

mixed in the crossing region; see Figure 15.5 and

the associated discussion in Section 15.3.

Excitation from the ground state to the repulsive

covalent state, well above the crossing point, results in

passage through the crossing region as the molecule

vibrates. Thus, some of the trajectories cross onto the

ionic curve (i.e. they follow the upper dashed curve in

Figure 15.6 Top: potential energy curves for NaI showing
the ionic potential, correlating with Naþ and I�, which is
crossed by the covalent potential, correlatingwithNa and I.
The vertical arrow shows the excitation process, at l1,pump,
which is followedbyvibrationalmotion, leading todissocia-
tion.Bottom:probingof thedissociationpath intoproducts
Naþ I(lowerpanel),atl2,Na, showingthesteplikegrowthof
Na atoms, following a number of vibrational passes through
the crossing region; and probing of the complex [NaI]*z

(upper panel,) atl2;NaI� , as thewave packet is reflected back
and continues to vibrate in the quasi-bound potential. RX:
crossing of ionic and covalent potentials;RIT: inner turning
pointof[NaI]*zvibration;ROT:outerturningpointof[NaI]

*z

vibration. Experimental data adapted from Rose et al,
J.Chem.Phys., 1988,88: 6672,withpermissionof theAmer-
ican Institute of Physics

A + B
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INTERNUCLEAR SEPARATION

Figure 15.5 Potential energy curve crossing, exempli-
fied for ionic–covalent crossing of curves with the same
symmetry (here 1�þ). Solid lines: diabatic curves, Vdia;
dashed lines: adiabatic curves, Vad; RX: internuclear
separation of curve crossing
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the crossing region in Figure 15.6), whereas others

follow the covalent curve (i.e. the solid line) and yield

neutral atoms. With femtosecond excitation, a wave

packet is created, and this can be followed in real time

as it evolves. For a brief summary of the concept of

wave packets see Box 15.2.

Box 15.2

Wave packets: visualizing molecular motion

Wave packets are a useful concept when dealing

with laser excitation processes on the femtose-

cond and picosecond time-scales, and they fit

well with our intuitive way of thinking about

molecular motion. In essence, they allow us to

visualize how a molecular system evolves with

time.

Owing to the short pulse width of a femtose-

cond laser the energy/frequency spread is large,

as required by the uncertainty principle, i.e.

�E�t ¼ �~v�t > �h

For example, for �t¼ 85 fs one finds

�~� ¼ 400 cm�1. Thus, rather than exciting a

single stationary state of a molecule, as in

high-resolution spectroscopy, several states are

excited coherently, i.e. a superposition of states

(a linear combination) is formed and this is

clearly a non-stationary state of the molecule.

We must, therefore, use the Schrödinger equa-

tion in its time-dependent form to describe the

motion of the molecule, with the wave packet

being initially localized on the PES, in space and

time. If discrete travelling-wave solutions of the

Schrödinger wave equation are combined, then

they can be used to construct the required wave

packet, which localizes it to a transient pulse.

Assuming that a single-frequency wave solution

of the time-dependent Schrödinger equation can

be written as yðr; tÞ ¼ A sinðkr� xtÞ, then the

superposition wave-packet solution is Yðr; tÞ ¼R
AðkÞ sinðkr� otÞ dk, with a continuous range

of wave vectors k. Associated with the uncer-

tainty in time versus frequency of the short laser

pulse (see above) is the uncertainty of wave

vector versus position vector, namely

�jkj ��jrj > �h

In effect, the short laser pulse launches, or

projects, a localized wave packet onto the

excited-state PES, as depicted conceptually in

Figure 15.B1.

If the PES on which the wave packet moves is

harmonic, then a Gaussian-shaped packet will

remain Gaussian, i.e. the states will remain in

phase with each other as time evolves. However,

with real systems, which have anharmonic PESs,

the different states that comprise the superposi-

tion will de-phase and broaden with time. Never-

theless, after a time, which is characteristic of a

particularmotion or system, therewill be a recur-

rence in which the states again come back into

phase with each other (see the experimental

example of the wave-packet oscillation for

[NaI]*z shown in Figure 15.6).

The time-scale for these recurrences will

reflect the time-scale of the corresponding mole-

cular motion. Thus, rotational recurrences will

be much longer (picoseconds) than vibrational

recurrences (�100–200 fs). Further details can

be found, for example, in Levine (2005).
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Short-pulse
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Figure 15.B1 Wave packet launched on a molecu-
lar PES by a short pulse
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If laser probing is tuned to the Na-product transi-

tion, then the yield of Na atoms is seen to increase

in a steplike manner as the molecule vibrates back-

wards and forwards through the crossing region

(lower right trace in Figure 15.6). The damped

vibrational oscillation behaviour is directly seen

in the signal stemming from the probing of the

transition complex [NaI]*z (upper right trace in

Figure 15.6). It should be noted that the increase

in width of the oscillation maxima, as a function of

time, is associated with the quantum-mechanical

dephasing of the wave packet excited by the first

femtosecond-laser pulse (at wavelength l1).

15.5 Dissociation and oscillatory
continuum emission

Electronically excited states can also dissociate fol-

lowing emission of a photon when the lower state is

repulsive (see inset in Figure 15.7) or when emission

occurs to an unbound region of a bound state (i.e. to a

region above the dissociation limit).

At first sight, one might expect the fluorescence

spectrum to be a broad continuum for such transitions;

however, the observed fluorescence spectrum can be

highly structured (see Figure 15.8), and this structure

can yield important information on the lower repul-

sive state. In fact, the structured emission (oscillatory

continuum) is a reflection of the square of the upper

state vibrational wave function, distorted by the form

of the lower repulsive potential to which emission
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Figure 15.7 Emission from a bound upper state ðv0 ¼ 40Þ to a repulsive lower state, with the resulting oscillatory
continuum emission spectrum (simulated); the inset shows the related potential energy curves. Adapted from
Tellinghuisen, Adv. Chem. Phys., 1985, 60: 299, with permission of John Wiley & Sons Ltd

Figure 15.8 Oscillatory continuum emission ðl �
285 Þ nm from I2(f0

þ
g ). Below l¼ 285 nm the emission is

to bound states and shows normal ro-vibrational structure.
The difference between the two types of emission is difficult
toseeatl¼ 285nm,duetothelimitedresolution.However,
the difference is clearly ro-seen at the two ends of the
spectrum: sharp ro-vibrational structure is seen at l¼ 260
nmand broad oscillatory continuum bands at l¼ 340 nm
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takes place (rather as a concave mirror distorts an

optical image).

Thus, for example, emission from the v¼ 0 level

of the upper electronic state gives a Gaussian-like

spectrum, whereas that from v¼ 1 has two maxima

and so on (Figure 15.9). The key point is that both

position and momentum must be conserved in the

transition (Franck–Condon principle), and the dashed

curve in Figure 15.7 is the locus of points that

conserves momentum (the dashed curve is obtained

by adding the KE in the upper state to the lower state

potential). A more detailed discussion of the overlap

integrals involved, how spectra can be inverted to

yield the lower (repulsive) state potential, and why

diffraction structure is sometimes observed, super-

imposed on the structure of the wave function has

been given by Tellinghuisen (1985).

It is interesting to note that for each peak in the

oscillatory continuum (frequency domain) there will

be a corresponding pulse of atoms with a well-defined

kinetic energy. Thus, the observation of the TOF

spectrum of the atoms produced following oscillatory

continuum emission provides complementary infor-

mation, in the time domain.

It is well known that the number of repulsive

molecular states is generally greater than that of

bound states, but our knowledge of such states

remains rather poor, as it is easier to characterize

bound excited states through the analysis of their

vibration/rotation structure. Indeed, most of our

knowledge of repulsive states, to date, comes

from the investigation of predissociation of bound

states. However, the information gained in this way

is indirect and quite often incomplete. The analysis

of oscillatory continua, where available, offers a

more direct approach to the characterization of

repulsive states.

Figure 15.9 Oscillatory continuumemission fromI2(D0
þ
u ),

v¼ 0, 1 and 2, showing that the continua have the same
contour as the square of the upper state wave functions
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16
Photodissociation of Triatomic

Molecules

The potential surfaces associated with polyatomic

molecules become progressively more complex as

the number of atomsN, andhence degrees of freedom,

increases (3N � 5for linear and3N � 6fornon-linear

molecules). In this chapterwe shall, therefore, restrict

our discussion to the photodissociation of triatomic

molecules before progressing to largermolecules in a

later chapter.

As mentioned earlier, a useful concept when con-

sidering photodissociation is to think of the process

as a half collision. The fragments are thought of as

departing from a point on a potential surface that

would have been reached by a collision between the

fragments, had theybeen travelling towards eachother

with the appropriate impact parameter, etc. We shall

makeuse of this concept in the discussion that follows,

but a more detailed account of recoil dynamics will be

given in Part 5 on bimolecular collisions.

For triatomic and larger polyatomic molecules, the

molecular fragments produced may be internally

excited (electronic, vibrational and rotational), i.e.

ABC�!hn Aþ BC� þ KE

and Equation (15.1) must, therefore, be modified.

The kinetic energy of the recoiling fragments is now

given by

KE ¼ hnþ EABC � D0
0 � E�BC � E�A ð16:1Þ

where E�BC is a new term, being the internal energy of

the BC fragment.

The energy distribution in the BC* fragment can

be obtained directly using either LIF, REMPI, IR

emission, or by measuring the kinetic energy of the

recoiling atom. The latter approach is particularly

favourable when H atoms are formed, for, as we

have seen, the H atomwill receive most of the kinetic

energy.

To illustrate our present level of understanding of

the photodissociation dynamics of triatomic mole-

cules we will describe work on a few selected mole-

cules and start by considering the simplest of all stable

triatomic molecules, i.e. water.

16.1 Photodissociation of water

The photodissociation of water has attracted consider-

able experimental and theoretical interest (Schinke,

1993; Lee, 2003) owing to the simplicity of its electro-

nic structure and proposals that it played an important

role in the evolution of the Earth’s atmosphere, and

other planetary atmospheres. Most of the laser-based

studies have involved multiphoton excitation techni-

ques, as the first absorption band lies in the VUV.

However, a few studies have employed a VUV laser

for the photodissociation step, and almost all recent
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studies have used lasers to probe the energy distribution

in the products.

The ground electronic state of water is bent

(y ¼ 104:5�), as is also the first excited A1B1 state.

The first absorption band is a smooth continuum

(l ¼ 185–140 nm; maximum at l � 165 nm) and is

well isolated from other transitions. Sections through

the PESs for the ground state and two of the excited

states of H2O are shown in Figure 16.1. Excitation to

the A1B1 state, at l ¼ 157 nm (F2 excimer laser),

results in direct dissociation, as the A-state

potential is repulsive along the H–OH coordinate

(Figure 16.1a) with a minimum in the bending coor-

dinate at approximately the same bond angle as

the ground state (Figure 16.1b). Thus, the departing

H atom produces an impulse towards the centre of

mass, located close to the relatively heavy oxygen

atom and, therefore, does not exert a torque on the

OH fragment. The OH fragment is thus left in its

ground electronic state with very little rotational

excitation and no vibrational excitation. Strong align-

ment effects are observed, with the OH rotational

angular momentum vector J being parallel to the
E vector of the pump laser and perpendicular to
the molecular plane and to that of the dissociating
products. This results from the fact that the transi-
tion moment m in H2O is perpendicular to the
molecular plane. The unpaired electron on the
OH radical is also found to be strongly aligned
in the p-orbital perpendicular to the molecular
plane.

Selective bond breaking has been demonstrated

with HOD by first exciting the fourth overtone (local

mode) of the OH bond and then photodissociating the

molecule via the A  X transition. The A  X

transition is red shifted (hot-band absorption) into

the 240–270 nm region and the dissociation of

the OH bond, relative to the OD bond, is enhanced

by a factor of 15. This type of process is referred to

as vibrationally mediated photodissociation and

can be a very effective approach, provided the

initial vibrational excitation remains localized in

one chemical bond for a sufficient length of time to

allow further excitation and dissociation. In the

case of HOD it is clear that randomization of the

vibrational energy is slower than the photodisso-

ciation step, and this further emphasizes the

direct and impulsive nature of dissociation on the

A1B1-state PES.

The second excited state of H2O, the B
1A1 state, is

linear and the second absorption band (l ¼ 137�
125 nm; maximum at l � 130 nm) is a continuum

with superimposed weak vibrational structure. Exci-

tation to the B1A1 state, at l � 130 nm, results in

the formation of both excited OH(A2�þ) and

ground-state OH(X2�). These fragments are highly

rotationally excited due to the large change in equili-

brium bond angle following excitation to the B state.

Figure 16.1b shows that the B state has a potential

minimum for linear geometry, and thus vertical exci-

tation results in a strong torque being produced on the

OH radical, by the departing hydrogen atom as the

Figure 16.1 Sections through the PESs for the ground state and electronically excited, A1B1 and B1A1, states of H20: (a) the
effect of stretching one of the O��H bonds; (b) the effect of changing the H��O��H bond angle. Adapted from Schinke (1993)
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three atoms try to move towards a linear configura-

tion. It should also be noted that the B1A1 PES

correlates with excited OH(A2�þ), however, a con-
ical intersection is formed where the A- and B-

states cross (not shown in Figure 16.1) and this

results in the formation of ground state OH(X2�)

as well as the excited state. Photodissociation of

water via the B state is thus a little more compli-

cated than via the A-state. Further details of the

effect of conical intersections can be found in work

by Schinke (1993). Below l � 125 nm the electro-

nic spectrum of water becomes highly structured

and the C1B1 state now becomes involved in pre-

dissociation of the B-state.

In summary, the main features of the photodisso-

ciation of H2O are now quite well understood. The

simplicity of the photodissociation processes for

wavelengths greater than l � 120 nm is due to there

being relatively few low lying electronic states of

the molecule and of the fragments, as shown in

Figure 16.1. This greatly simplifies the number of

potential surfaces available making rigorous experi-

mental and theoretical studies possible. The very

opposite is the case for O3 where there are a large

number of low lying electronic states for both the

parent molecule and the dissociation products, as we

shall see below.

16.2 Photodissociation of ozone

The photochemistry of O3 has attracted widespread

interest primarily due to its importance to atmosph-

eric chemistry (Sato, 2001; Matsumi and Kawasaki,

2002; and references cited therein).O3 isbent (116.8
�)

in its ground electronic state and absorbs weakly

in the visible and near-IR regions (this accounts for

the deep blue/violet colour of O3 in condensed

phases). The visible absorption systems are predisso-

ciated due to the low dissociation energy of O3,

D0
0ðO� O2Þ ¼ 101� 2 kJ mol�1, and the presence

of numerous low-lying repulsive electronic states.

Photodissociation in the near-IR and visible (the

so-called Chappuis band) regions leads to ground

electronic state products, i.e.

O3 þ hv ðl ¼ 900� 440 nmÞ ! O2ðX3��g Þ þ Oð3PJÞ

The O2ðX3��g Þ fragment is formed in low vibrational

levels (v ¼ 0–4), with the main energy disposal going

into translation (66per cent) anda narrow rangeofhigh

rotational states (24 per cent). No evidence for forma-

tion of O2ða1�gÞ was found, although it is energeti-

cally accessible. The vibrational energy distribution in

the O2 fragment is independent of photolysis wave-

length and peaks sharply at v ¼ 0. The vibrational

distribution matches well with that expected from

Franck–Condonvibrational overlapbetween the initial

state of O3 and the final state of the O2 fragment (i.e.

there is little change in geometry between the fragment

and parent molecule), which explains why the vibra-

tional distribution is strongly peaked at v ¼ 0. Thus,

most of the excess energy is partitioned between the

rotational and translational motions.

A simple impulsive model explains the main

features of the observed energy distribution with a

large fraction of the available energy going into trans-

lation with a narrow distribution. The impulse from

the departingOð3PJÞ atom,which acts almost perpen-

dicular to the bond in the departing O2 fragment

(recall that the bond angle in O3 is small), leads to

the high-J rotational distribution. It must be empha-

sized that thesemodels have been guided by extensive

computational studies.

The strongest and most important absorption

systems, from the point of view of atmospheric

chemistry, lie in the UV. Thus, solar radiation below

l � 310 nm is strongly absorbed by O3, and this

region is dominated by a broad andweakly structured

continuum extending from about l ¼ 210 to 310 nm,

known as the Hartley band (see Figure 16.2 (top)).

The structure seen near the maximum of the con-

tinuum has been explained as being due to ‘trapped

trajectories’, in which the excitedO3molecule under-

goes a few vibrations before dissociating (i.e. this is

an example where some of the molecules undergo

indirect dissociation, although their lifetime is short

and very few full vibrations take place).

It is nowwell established that photodissociationvia

the Hartley band produces mainly (90 per cent) elec-

tronically excited states of both O2 and the oxygen

atom, i.e.

O3 þ hv ðl ¼ 210� 310 nmÞ ! O2ða1�gÞ þ Oð1D2Þ

A diagrammatic illustration of this process is

shown in Figure 16.3. The detailed dynamics of the
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photodissociationprocess have been established

through the use of laser Raman (CARS and resonance

Raman), PTS and other laser-based techniques, which

give detailed information on the vibrational and rota-

tional states of the singlet oxygenmolecules produced.

Thevibrational distribution inO2ða1�gÞwas found
to peak strongly at v ¼ 0with a distribution extending

to v ¼ 5 (see Figure 16.4). Fluctuations were

observed in the vibrational distribution for photolysis

in the long wavelength region l ¼ 272–286 nm. The

rotational distributionswere again found to be narrow

and to peak at high J, similar to the distributions

observed for visible photodissociation. These results

can be explained by a model that involves both direct

(impulsive) and indirect (trapped trajectory) dissocia-

tion channels, from a state that has a similar bond

angle to that of the ground state. Thus, the fluctuations

observed in the vibrational distribution have been

attributed to interference effects between the portion

of thewave packet, which propagates directly into the

exit channel and the portion, which is temporarily

trapped. Our understanding of this area has been

strongly guided by theoretical work.
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Figure 16.2 The UV absorption spectrum of O3; top:
Hartley band of O3; bottom: Huggins bands of O3. Adapted
from O’Keeffe et al, J. Chem. Phys., 2001, 115: 9311, with
permission of the American Institute of Physics

Figure 16.3 Two-dimensional representation of the PESs
involved in theHartleyband(l ¼ 210–310nm)photodisso-
ciation of O3
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Figure 16.4 Kinetic energy release in the photodissocia-
tion of O3 at l ¼ 248 nm. The largest peak corresponds to
O2(a

1�g) formed in v ¼ 0, with successive peaks on the left
(i.e. lower kinetic energy) resulting from the formation of
v ¼ 1–5. The broad, low-intensity distribution seen on the
right shows the wide vibrational energy distribution in
O2ðX3��g Þ. From Thelen et al. (1999). Adapted from Thelen
et al, J. Chem. Phys., 2001, 103: 7946, with permission
of the American Institute of Physics
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A second channel is also observed (10 per cent)

leading to bothO2 and an oxygen atom in their ground

electronic states, but with the O2 being highly vibra-

tionally excited, i.e.

O3 þ hv ðl ¼ 210� 310 nmÞ ! O2ðX3��g ; v ¼ nÞ
þ Oð3PJÞ

Thischannel results fromacrossingbetween theB1A1

surface and a repulsive state that correlates with

O2ðX3��g Þ and O(
3PJ), as shown in Figure 16.3.

Clearly, there is a very large energy release and

a bimodal vibrational distribution, with peaks at

v ¼ 14 and v ¼ 27 is observed. A simple impulsive

model, assuming a geometry close to that of the

ground state, explains the main features in the

observed energy release.

Absorption by O3 in the UV not only protects the

Earth’s surface from harmful UV radiation, it also

leads to a warming of the stratosphere, as the oxygen

atoms produced in the above processes rapidly com-

bine with O2 to reform O3, i.e.

Oþ O2 þM! O3 þM

The average lifetime of an O3 molecule in the strato-

sphere is, in fact, only of the order of 1 s. The overall

effect of this rapid recycling of O3 is to transform UV

radiation into heat and the temperature in the strato-

sphere increaseswith altitude until at 50 km it is again

close to that at the Earth’s surface, despite the rapid

fall in temperature (from T � 300 K to T � 200 K)

with increasingaltitude in the troposphere (0–12 km).

Further details of these processes can be found in

standard textbooks on atmospheric chemistry (e.g.

Finlayson-Pitts, 2000; Wayne, 2000).

Asecond,weaker (10�2) absorption system,known

as the Huggins band (Figure 16.2 (bottom)), is

observed on the long wavelength side of the Hartley

band. Energetically, the main channel for the Hartley

band, producing O2ða1�gÞ and O(1D2), is closed for

l > 310 nm, but it is known that someO(1D2) (�8 per
cent) is still produced through hot-band absorption

and via a spin-forbidden channel, i.e.

O3ðX1A1Þ þ hn ðl > 310 nmÞ ! O2ðX3��g Þ
þ Oð1D2Þ

These processes are important for the chemistry of the

troposphere, as the production of O(1D) controls the

oxidative capacity of this region through its reaction

with water vapour to produce OH radicals. The latter

then undergo reaction with hydrocarbons and other

pollutants, thereby cleansing the troposphere.

Further spin-forbidden channels have been found

followingexcitationofO3 in theHugginsband region.

Two examples are the formation of O2ða1�gÞ and
O2ðb1�gÞ, e.g.

O3 þ hn ðl > 310 nmÞ ! O2ðb1�þg Þ þ Oð3PJÞ

By observing the kinetic energy of the departing

oxygen atom, using PTS, the internal energy of the

molecular fragment can be determined, as illustrated

in Figure 16.5. The formation of O2ða1�g) and

O2ðb1�þg Þ has been confirmed through direct obser-

vations using REMPI. Clearly, all three low-lying

electronically excited states of O2 are formed in the

Huggins band region (see O’Keeffe et al. (1999)).

Photodissociation of O3 below l ¼ 200 nm also

leads to the formation of O2ðb1�Þ but, surprisingly,
the yield of O(1D) decreases relative to O(3P); this

may be due in part to the formation of three O(3P)

atoms at short wavelengths (see Sato (2001)).

It is clear from the above discussion that the UV

photodissociation of O3 is far more complex than is
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Figure 16.5 Velocity of O(3P) atoms produced in the
photolysis of O3 (at l ¼ 322:64 nm), showing that all three
low-lying states of O2 are produced following excitation in
the Huggins bands. Data adapted from O’Keeffe et al,
J. Chem. Phys., 1999, 110: 10803, with permission of
the American Institute of Physics
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the case for water, due mainly to the large number of

PESs involved. Were it not for the fact that O3 plays

such an important role in atmospheric chemistry it

would probably not have attracted so much interest.

However, it is vitally important that we can quantify

and understand the branching ratios into the various

dissociation channels, particularly spin-forbidden

channels, if reliable models of the atmosphere are to

be produced. Therefore, further work, both experi-

mental and theoretical, is needed to provide a sound

basis for future models of the atmosphere.

16.3 Laser-induced fluorescence
and cavity ring-down studies

LIF has been used extensively to identify the products

of photodissociation and to determine their internal

energy (see also Chapter 7). Important examples are

the use of LIF to monitor the yield of O(1D2) in the

photolysis of O3, as a function of wavelength, and the

internal energy of fragments such asOH,CN,O2,NO,

CS and SO, all of which have well-characterized

spectra and give strong fluorescence signals. The

Doppler profiles of lines in LIF spectra also provide

information on the kinetic energy released. However,

many atoms have more than one low-lying electronic

state (these are frequently spin-orbit excited states or

valence excited states). For example, the oxygen atom

has three low-lying spin-orbit states (3P2,
3P1 and

3P0)

and two further, higher excitedvalence states (1D2and
1S0). As the velocity of atomic fragments is normally

determined using well-known electronic transitions,

the identity of an atomic fragment is not normally in

question, but itmust be remembered that, ifmore than

one electronic state can be produced, it is important to

probe all of the energetically accessible states of the

atomic fragments in order to obtain a full understand-

ing of the dynamics.

LIF is clearly limited to the observation of species

that give rise to fluorescence (i.e. the upper state must

not be strongly predissociated). A more universal

method of detection is absorption spectroscopy, and

thiswas themainstay of the now classical flash photo-

lysis technique.Onedisadvantage of using absorption

techniques is the loss of sensitivity. However, as dis-

cussed in Chapter 6, sensitivity can be greatly

improved if long-path absorption cells are used, and

this principle is employed in the recently developed

cavity-ring down technique.With cavity-ring down, a

laser pulse is introduced into a cavity formed by two

super-reflecting (99.99 per cent) mirrors and the

intensity of the trapped radiation, which decays with

time, having made typically 104 round trips of the

cavity, is monitored by means of the very small leak-

age of light through one of the mirrors. The rate of

decay of the light in the cavity is measured, and this

yields a first-order characteristic ring-down time

(te � 10 ms). The ring down time is shortened when

anabsorber ispresent in thecavity, and this changecan

be related to the absolute concentration and rate of

decay of the absorbing species. To date, the spectral

range of this technique has been limited by the avail-

ability of high-quality mirrors, which restrict it to the

region between the near IR and near UV. However,

there has been considerable success with work in this

limited, but important, region and a number of free-

radical species have been studied in some detail. This

technique is therefore expected to grow in importance

for both spectroscopic and kinetic studies.

As the photolysis energy increases, channels lead-

ing to electronically excited states become accessible

and the products can then be observed by monitoring

fluorescence from the excited states produced, i.e.

ABCþ hv! AB� þ C

AB� ! ABþ hv

Provided the fluorescence involves an allowed transi-

tion, this is a relatively simplemethod and it was used

in many of the early photodissociation studies. How-

ever, with forbidden transitions, the signal will be

weak and collisional quenching may become impor-

tant due to the longer lifetime of the excited states.

Clearly, the effect of collisional quenching can be

avoided to some extent by working at reduced pres-

sures, but this can create other experimental

difficulties and, therefore, is not always possible.

16.4 Femtosecond studies:
transition-state spectroscopy

Two studies involving triatomic molecules serve

to illustrate this area. First, the formation of CN,
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following photodissociation of the linear molecule

ICN, was one of the first studies to be carried out by

Zewail andco-workersusing femtosecond techniques

(e.g. see Zewail, 1988, 1993). Previous work using

polarized nanosecond laser techniques, together with

quantumchemical calculations, had characterized the

relevant PESs and shown that, to a good first approx-

imation, the CN radical could be treated as a single

(atom-like) unit in the dissociation process, i.e. that

ICN could be treated as a quasi-diatomic molecule,

with a single coordinateR representing the separation

of I and thecentreofmassofCN(seeFigure16.6).The

formation of free CN radicals (l ¼ 388:9 nm) was

readily observed using LIF and the rise time found

to be about 200 fs. However, by tuning the probe laser

to the red of the free CN resonance absorption band

head (l ¼ 389:5–390:5 nm), the formation and

passage through the transition state, which takes

some 30–50 fs, could be observed. The separation

of the fragments as they leave the strong interaction

regionwas also observed, as illustrated inFigure 16.6.

Thus, the complete process of dissociation, from

the initial triatomic molecule, through the transition

state for dissociation, to the free products was

observed for the first time.

The secondexample,HgI2, ismore complex, as this

molecule is bent in its ground state and excitation can

induce motion in all three coordinates (recall the

discussion and PESs for H2O above). For excitation

at l ¼ 310 nm there is sufficient energy to break both

bonds, but the formation of HgI, which can be

observed by LIF, is still an important channel. Unlike

ICN, motion perpendicular to the dissociation coor-

dinate is now important and leads to rovibrational

excitation of the HgI fragment. Thus, as the wave

packet descends from the initially excited state,

energy is coupled into the antisymmetric stretching

mode with the result that the products, I and HgI,

are formed with substantial kinetic energy. The

energy, which was originally in the symmetric

stretch, now appears as vibrational energy in HgI.

Oscillations in the HgI signal have been observed in

liquid-phase studies (ethanol solution), and these are

attributed to vibrational and rotational recurrences as

the molecule returns to its original position on the

PES.

In conclusion, we have seen that the dissociation

dynamics of several triatomic systems are now under-

stood in considerable detail and the field can be

regarded as reasonably mature. However, some

important challenges, such as the UV photodissocia-

tionofO3,where a largenumber ofPESs are involved,

remain to be fully resolved. Theory, undoubtedly, has

a major role to play in this area.

Figure 16.6 Femtosecond transition-state spectroscopy: the figure shows the photodissociation of ICN using the
femtosecond pump–probe technique (see text for details). Data adapted from Rosker et al, J. Chem. Phys., 1988, 89:
6113, with permission of the American Institute of Physics
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17
Photodissociation of Larger

Polyatomic Molecules: Energy

Landscapes

As we have seen above, it becomes progressively

more difficult to extract information on the photodis-

sociation dynamics as the PESs involved become

more complex. In effect one is faced with trying to

construct a multidimensional PES (an energy land-

scape) from a limited data set. Inevitably therefore, as

we consider the photodissociation of largermolecules

and the analysis becomes more challenging, increas-

ingly sophisticated techniques are required to obtain

data that can be used in a meaningful way. For PTS

to be useful, the highest possible resolution of the

fragment translational energy is required, and one

particularly impressive technique is described in the

next section.

17.1 Rydberg tagging

The so-called Rydberg tagging technique provides a

quite dramatic improvement in resolution, particularly

for hydrides. With this technique, rather than imme-

diately photoionizing the recoiling H atoms they are

excited to a high-n Rydberg state, in two steps, i.e.

Hð1sÞ ��������!hv1ð121:6 nmÞ
H�ð2pÞ

followed by

H�ð2pÞ�!hv2 H��ðRydberg; ns=ndÞ

where n ffi 50. The lifetime of these high-n states,

although relatively long, is still too short for them to

survive the flight time to the detector. However, their

lifetime can be increased by the presence of a weak

electric field E (often, the stray fields present in

the equipment are sufficient), which mixes the low

angular momentum states with higher states, i.e.

H��ðRydberg ns=ndÞ�!E H��ðRydberg nl�Þ

where l� is a high orbital angular momentum state

(a similar mixing of angular momentum states is

involved in ZEKE photoelectron spectroscopy; see

Chapters 9 and 18). These long-lived high angular

momentum Rydberg states then travel down a TOF

tube at the end of which they are field ionized before

hitting the detector. As high Rydberg states are neu-

tral, the space change effects that normally degrade

the resolution when ions travel down a flight tube can

be avoided.

The experimental arrangement is similar to that

shown in Figure 15.2, but involves the use of a

frequency-tripled laser to produce the radiation at

l ¼ 121:6 nm (Lymann-a transition) and a second

tuneable laser to produce the high ns=nd Rydberg

states (i.e. two probe lasers are needed in addition to

the photodissociation–pump laser). The resolution

achievable with this technique is quite remarkable,
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and it has been used to study a number of hydrides,

ranging from diatomic to relatively large polyatomic

molecules. As an illustration ofwhat can be achieved,

Figure 17.1 shows the rotationally resolved PTS

spectra from the photolysis of C2H2 at l ¼ 211:51
and 211.75 nm using the Rydberg tagging technique.

The analysis of this spectrum provided a precise

value for the H–C2H bond energy and new spectro-

scopic data for the C2H radical, in addition to detailed

information on the photodissociation dynamics of

C2H2. However, this turns out to be a rather complex

dissociation process, as there are two competing

mechanisms and several electronic states are

involved.

Theory shows that, in the most complex of the two

mechanisms, the initially excited S1 state reaches the

dissociation asymptote, as a result of sequential non-

adibatic couplings, via theT3,T2, andT1PESs.Further

details can be found in the work of Mordaunt et al.

(1998).

17.2 Photodissociation of ammonia

The photodissociation of NH3 has been investigated

extensively, both experimentally and theoretically,

due in part to the fact that both the parent molecule

and the photofragments can be fully state resolved,

enabling detailed information on the dissociation

dynamics to be obtained. By combining the informa-

tion obtained from several techniques, particularly

Rydberg tagging, with theoretical calculations, it

has been possible to construct a fairly detailed set of

PESs for NH3, in both its ground ðX1A01Þ and first

excited ðA1A002Þ states. The present state of our

knowledge is illustrated in Figure 17.2.
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Figure 17.1 TOF spectrum of H atoms, produced from
the photodissociation (at � ¼ 211:51 nm (top) and � ¼
211:75 nm (bottom)) of jet-cooled C2H2, using the Rydberg
tagging technique.The rotationally resolvedstructureyields
detailedinformationontheenergydistributionintheC2H(X)
fragment and also provides information on the absolute
structure of this free-radical. Note that the horizontal axis
has been converted to show the H atom total kinetic energy
release. Adapted from Mordaunt et al, J. Chem. Phys., 1998,
108: 519, with permission of the American Institute of
Physics

Figure 17.2 PESs for theground state andexcitedA-state
of NH3 as a function of one of the N–H bond lengths and
the out-of-plane angle �. Note the conical intersection,
for D3h symmetry, at the centre of the figure. Adapted
from Dixon; Mol. Phys., 1989, 68: 263, with permission of
Taylor & Francis Ltd
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The first UVabsorption system of NH3ðA1A002Þ  
ðX1A01Þ exhibits a well-developed progression in the

out-of-plane ‘umbrella’ bending mode v2, reflecting a

change in geometry from a pyramidal ground state to a

trigonal planar excited state. For low excitation ener-

gies, corresponding to the 000 and 2
1
0 bands, the A state

has a potential well, as shown in Figure 17.2, and

cleavage of one of the N–H bonds can only occur by

tunnelling through a barrier in the exit channel. The

rate of tunnelling is isotope dependent, as expected,

with the photodissociation yields being in the order

NH3>NH2D>NHD2>ND3.However, for all of the

isotopomers the 000 level decays faster than the higher

energy 210 level, revealing that the exit barrier is lowest

and tunnelling most rapid, for planar geometry. It

should be noted that for strictly planar geometry the

ground-state surface correlates with the excited state

NH2(A
2A1) andground stateHatomasymptote,whilst

theA state correlateswith the ground-stateH atomand

ground-state NH2(X
2B1) asymptote. However, when

the NH3 molecule is non-planar, both the ground state

and excited A state have the same (1A0) symmetry.

Thus, the X- and A-state surfaces can only cross at

planar geometries (i.e. inD3h symmetry) and a conical

intersection is formed in the exit channel. The A-state

surface, therefore, is characterized by a deep potential

well, which acts as a funnel accelerating most of the

dissociation trajectories through the narrow conical

region of configuration space and onto the X-state

surface, producing ground-state products. Thus, the

conical intersection has a major influence on the

photodissociation dynamics, just as a curve crossing

can in the case of diatomic molecules, although the

dynamics are far less complex in the latter case.

As the excitation energy is increased, vibrational

levels above the barrier are populated and the excited

state becomes quasi-bound. The earliest Rydberg tag-

ging studies showed that the NH2 product was highly

excited rotationally but had little vibrational excita-

tion. Thiswas attributed to the excitation out-of-plane

vibrational motion in the excited state, which trans-

forms into NH2 rotation as the H atom departs. Thus,

the bending motion in the A state results in a torque,

which flips the NH2 radical, causing it to rotate about

itsa-axis (i.e. perpendicular to theC3 axis in theplanar

configuration) as the H atom recoils.

Although the above discussion covers the main

aspects of the dynamics of the photodissociation of

NH3, it should be emphasized that a number of other

techniques have been used to determine the energy

distribution in the NH2 fragment, including LIF and

time-resolved FTIR, and these have revealed even

more detailed aspects of the dynamics. In particular,

work with PTS has revealed a number of interesting

vector correlations.Agood summaryof thesefindings

can be found in a review by Lee (2003).

Finally,wenote that Figure 17.2 and the abovebrief

discussion of acetylene photodissociation (Section

17.1) serve to illustrate the increasing complexity of

PESs, which are already quite challenging even for

molecules containing only four atoms. We shall dis-

cuss other possible ways of deciphering the complex

dynamics involved in the photodissociation of large

polyatomic molecules at the end of Chapter 19, and

some further examples of polyatomic photodissocia-

tion dynamics will be discussed in Chapter 18, which

is concerned with multiphoton excitation.

17.3 Selective bond breaking

Selective bond breaking can often be achieved when

the bond to be broken is very different in character to

the other bonds in the molecule. Thus, for example,

the UV photodissociation of molecules of the type

CH3X(whereX¼ I,Br,Cl,NO,etc.) generally results

in the cleavage of the C–X bond rather than a C–H

bond, even when there is sufficient energy to break

either bond. The reason for this behaviour lies in the

fact that the lowest unoccupied molecular orbital

(LUMO) is C–X antibonding (��) and the transition

is ��  n, leading directly to C–X bond fission.

However, at very high excess energies, following

VUV excitation, selectivity is lost and channels that

were previously closed become available as higher

energymolecular orbitals are excited and the number

of accessible PESs increases.

In some cases, selective bond breaking is pos-

sible even when the bonds have similar electronic

character. For example, excitation of CH2IBr at

248 nm results predominantly in C–I fission, whilst

excitation at l ¼ 210 nm results in C–Br fission.

However, in other poly-haloalkanes and most

other polyatomic molecules, attempts to achieve

wavelength-selective bond fission have failed

due to strong non-adiabatic coupling between
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dissociation channels. Possible ways of overcom-

ing this problem are considered in Chapter 19,

which deals with coherent control.

17.4 Molecular elimination and
three-body dissociation

In addition to single bond fission it is also possible for

two or more bonds to break simultaneously and for

molecular fragments to be ejected. Both three- and

four-centre transition structures are possible in mole-

cular elimination processes, examples of the former

being the elimination of H2 from CH2O and (a,a)
elimination of HCl from CHClCF2. A four-centre

(a,b) transition structure must be involved for the

elimination of HF from CHClCF2, and this competes

with the three-centre elimination channel forming

HCl (the ratio of three- to four-centre elimination is

0.87:0.13).

Cl

H
C CF2 three-centre (α,α) elimination

four-centre (α,β) elimination
ClC CF

H F

The elimination of HCl from vinyl chloride

(CH2CHCl), following photo-excitation at 193 nm

(ArF laser) can occur via either a three-centre (a,a)
or a four-centre (a,b) transition structure. The HCl is
observed to be both vibrationally (v� 7) and rotation-

ally hot, with a bimodal rotational distribution (i.e.

T1 ffi 500 K and T2 ffi 10 000 K, for v � 4). The low

rotation energy distribution results from four-centre

elimination, whereas the hot distribution is from

three-centre elimination. Low rotational excitation

is expected with four-centre elimination, as the

Hatomhasa small impact parameter for itsmovement

towards the halogen atom.

In addition to the molecular elimination channel,

four other channels are observed, including the

formation of hot Cl atoms. The latter is formed

directly by dissociation on the excited PES,

whereas theory suggests that the molecular

elimination processes, described above, involve

internal conversion, followed by dissociation on

the ground-state PES (i.e. unimolecular dissocia-

tion). The photodissociation of several other unsa-

turated halo-ethenes has been studied, and the

results broadly confirm the mechanisms outlined

above.

With higher excitation energies, several bondsmay

be broken in either a concerted or stepwise manner. A

good example of a stepwise process is the photodis-

sociation of acetone, i.e.

ðCH3Þ2CO�!
h�

CH3CO
� þ CH3

followed by

CH3CO
��!CH3 þ CO

Incontrast, photodissociationof thehighly symmetric

molecule s-tetrazine is a concerted process with all

three fragments being formed simultaneously, i.e.

C2N4H2�!
h�

2HCN þ N2

Another type of process where more than one bond

canbebroken simultaneously is aCoulombexplosion.

In intense laser fields, when molecules are multiply

ionized (e.g. CO2þ
2 ), the repulsion between the

charges causes both bonds to break, i.e.

CO2�!
h�

CO2þ
2 þ 2e

CO2þ
2 �!Cþ Oþ þ Oþ

The dissociation dynamics here depend sensitively

on the structure of the ionizedmolecule, and observa-

tions on the scattering of the ionic fragments have

been used to deduce the structure of highly ionized

molecules prior to dissociation, which is otherwise

difficult to obtain.
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18
Multiple and Multiphoton

Excitation, and Photoionization

As the laser intensity is increased, the probability

that a molecule will absorb more than one photon

increases rapidly. When the initial excitation is to a

real intermediate state, further excitation is efficient

and can lead directly to ionization, if the energy of the

photons is sufficient; this forms the basis of the sim-

plest REMPI scheme (i.e. 1þ 1 REMPI) described

in Chapter 9. Excitation processes of this type are

referred to as multiple-photon excitation, as the two

steps are sequential and essentially independent (i.e.

the process is not coherent). If, in the second step,

another tuneable laser is used to further excite the

molecule, from the real intermediate state, threshold

ionization processes can be studied, and this is

exploited in the ZEKE technique, which provides

high-resolution photoelectron spectra of molecules

(see Section 18.3).

If the intermediate state has a reasonably long

radiative lifetime, of the order of 10�6–10�8 s, it is

possible to achieve a sufficient population of the inter-

mediate state such that CW lasers can be used for the

multistep excitation processes. This approach, with

CW lasers, has been used for optical-optical double

resonance (OODR) studies, one of the earliest exam-

ples being a study of the E 0þg ion-pair state of I2.

The excitation scheme used was as follows:

I2ðX 1�; 0þg Þ�!
h�1

I2ðB 3�; 0þu Þ�!
h�2

I2ðE; 0þg Þ

The E0þg state of I2 then undergoes fluorescence,

producing an oscillatory continuum, which leads to

dissociation (see Chapter 15.5). An interesting con-

sequence of multiple-photon excitation is that each

step partially and successively aligns the population

of theexcitedstates, anextensionof theprocess shown

in Figure 15.3.

Repulsive (real) intermediate states have also been

used for multiple-photon excitation, despite their short

lifetime. This approach allows the Franck–Condon

window to be extended significantly and it has been

used to study the Rydberg and ion-pair states of a

number of molecules, including diatomic halogens

and methyl iodide (see Section 18.2).

The question now arises as to what is meant by a

resonant intermediate state. Spectral lines are gener-

ally Lorentzian in shape; thus, as wemove away from

the line centre, the intensity drops quite rapidly but

remains non-zero for a considerable distance from

the line centre. Excitation in the wings of a line is

still possible if the laser intensity is high enough.

However, at high intensities, coherent excitation

processes become important, and two or more

photons can be absorbed simultaneously through

virtual states (i.e. in the absence of real/resonant

intermediate states). Theory shows that such transi-

tions result from the collective effect of all allowed

transitions, inversely weighted by the difference in

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



energy between the laser frequency and the indivi-

dual allowed transition frequencies. Thus, allowed

transitions close in energy to the laser energy

(frequency) will contribute most to the multiphoton

cross-section. It is important to note that the selection

rules for multiphoton processes are different to those

for single-photon processes (e.g. the simultaneous

excitation of two electrons is allowed for two-photon

absorption but is forbidden for single-photon absorp-

tion) and this allows access to a whole range of

new, excited states.

So far we have considered laser interaction ener-

gies such that the electric field of the laser causes

only a small perturbation to the molecule. However,

when intense laser fields are used, a variety of new

phenomena come into play, such as alignment of

the molecular axis, multiple ionization (leading to

Coulomb explosion) and even structural deforma-

tion (Iwasaki et al., 2001). The interaction between

a plane-polarized laser field and a molecule creates

a potential minimum along the polarization axis of

the laser field, forcing the molecule to rotate over a

limited angular range, rather than rotate freely with

random spatial orientations. As there is no first-

order interaction between the laser field and a

molecule, even when there is a permanent dipole

moment, molecules can only be aligned (principal

axes parallel), rather than oriented (dipoles point

in the same direction) by a laser field. The eigen-

states of the molecule in strong laser fields

(�1012 W cm�2) are so called pendular states, con-

sisting of a linear superposition of field free states.

By using jet cooling to cool molecules rotationally,

the resulting low rotational levels can be transferred

into the lowest lying and most well-aligned pend-

ular states. If a molecule has a permanent dipole

moment, then the application of a relatively weak

DC electric field will also orient the molecules.

However, for the alignment or orientation of neutral

molecules it is important to keep the laser energy

below the value where tunnel ionization becomes

significant; for intensities >1013 W cm�2 the elec-

tric field of the laser becomes comparable to the

field binding the valence electrons to the nuclei and

the molecules, therefore, become ionized. Our

understanding of this area is still developing, and

we can expect further progress with both experi-

ments and theory over the next few years.

18.1 Infrared multiple-photon
activation and unimolecular
dissociation

IR multiple-photon excitation can be used to drive a

molecule up the manifold of vibrational states, in the

ground electronic state, step by step, to the dissocia-

tion limit and beyond. About 50 IR photons are

typically required for most molecules to reach the

dissociation limit, depending on the energy of

the bond to be broken. Resonant excitation can be

achieved for the first three steps in themultiple-photon

absorption process through rotational compensation

(i.e. the first step involves excitation in the P-branch

ð�J ¼ �1Þ, the second, the Q-branch (�J ¼ 0) and

the third, the R-branch (�J ¼ þ1): this counteracts
the effect of anharmonicity, which causes the vibra-

tional energy levels to become progressively closer

together and which, without rotational compensation,

would become non-resonant). Further excitation then

takes place through the high density of ro-vibrational

states, which increases rapidly for polyatomic mole-

cules, producing a quasi-continuum, and this, together

with power broadening and Stark shifting, induced by

the intense electric field of the laser, ensures that

further absorption occurs despite the effects of anhar-

monicity (see Figure 18.1).

Indeed, once the molecule reaches the quasi-

continuum the normal modes of vibration become

strongly mixed by the anharmonic terms in the mole-

cular potential and energy flows rapidly between the

modes. Thus, excitation through the quasi-continuum

is rapid and, in general, the larger a molecule is, the

easier it becomes to reach the quasi-continuum.

As the rate of dissociation depends on the excess

energy above the dissociation limit, further absorption

of IR radiation is limited by the decreasing lifetime of the

molecules undergoing dissociation. In fact, the dissocia-

tion rate can be treated quantitatively using RRKM the-

ory, which shows that the rate is a rapidly increasing

function of the excess energy. Thus, dissociation to

ground-state fragments (i.e. at the lowest dissociation

limit) is the most commonly observed process, and this

has been used extensively to generate free radicals for the

study of their gas-phase kinetics. A short summary of the

main aspects of RRKM theory is given in Box 18.1.
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However, it is important to recognize that the first few

steps in the absorption process are selective. Owing to

the low density of states in this region, only one mole-

cular species (which has a transition resonant with the

laser frequency) in a mixture of other molecules will

absorb and thus be selectively excited into the quasi-

continuumand on to the dissociation limit. Indeed, it is

possible to achieve isotope separation using IR multi-

ple-photon excitation; for example, 32SF6 can be selec-

tively dissociated, to yield 32SF5 and F, in a mixture of

molecules containing the 34S isotope. This allows the

dissociationproducts tobeseparated,byallowingthem

to undergo chemical reaction and hence form stable

isotopically pure products.

Useful short reviews of this area, with a more ex-

tended discussion of RRKM theory, are given in the

books by Levine and Bernstein (1987) and Holbrook

et al. (1996).

Another approach to the study of unimolecular

processes is to use UV (i.e. electronic) excitation,

followed by internal conversion, which transfers

molecules from the initially excited electronic

state to a high vibrational level of the ground

state. This is similar to IR multiple-photon excita-

tion, in so far that high vibrational levels of a

molecule are excited. The main difference lies in

the fact that the energy deposited in the molecule,

using the internal conversion approach, is well

defined. With IR multiple-photon excitation it is

not possible to control the precise number of

photons absorbed and there is an energy spread,

corresponding to a few IR quanta (depending on the

laser fluence used), above the dissociation limit.

However, the electronic excitation (UV) with inter-

nal conversion approach is limited to molecules

whose internal conversion is an efficient and well-

understood process.

Despite this limitation, internalconversionhasbeen

used very effectively to study the detailedmechanism

and dynamics of several unimolecular processes.

An example that clearly illustrates this area is the

UV excitation of toluene. Excitation of toluene at

l ¼ 193 nm (ArF laser) leads to the formation of

highly excited vibrational levels of the ground elec-

tronic state, following internal conversion. The hot

molecule then undergoes dissociation on the time-

scale of about 300 ns, to form a hydrogen atom and a

benzyl radical. The observed time-scale clearly shows

that this is an indirect (i.e. statistical) process and, as a

result, these studies have provided a stimulus for

theoretical work on unimolecular processes.

18.2 Continuum intermediate
states and bond stretching

When a molecule is excited to a continuum state, at

least one of the bonds in the molecule will start to

stretch. If the molecule is then further excited, before

dissociation can occur, the effect is to widen the

Franck–Condon window, compared with the ground

state, in at least one coordinate. A good example of

how this principle can be used to explore the higher ex-

cited states of molecules is provided by work on CH3I.

The UV spectrum of CH3I exhibits a broad con-

tinuumwith amaximumat l � 250 nm. Excitation in

this region leads to photodissociation, and this topic

Figure 18.1 Schematic representationof the IRmultiple-
photonexcitationof apolyatomicmolecule (exemplified for
SF6). The excitation process can be divided into three parts:
(i) the first three absorption steps require rotational com-
pensation in order to achieve resonance with the fixed-fre-
quencylaser(seetext);(ii)afterthat,excitationthroughthe
quasi-continuum ensures resonance and further absorption
up to the dissociation threshold; (iii) dissociation starts at
threshold and the dissociation rate increases rapidly with
excess energy
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Box 18.1

Theoretical aspects and rates of unimolecular dissociation

Molecules that have sufficient energy to dissoci-

ate will inevitably do so unless collisional or

radiative processes remove the excess energy

and stabilize them. However, rates of dissocia-

tion canvarywidely, as they depend on a number

of factors, including the number of atoms in

the molecule and the total energy relative to

thedissociation energy.Thus, evenwhenamole-

cule has ample energy to dissociate, it may take

some time for enough energy to accumulate in

the coordinate that leads to dissociation. The

simplest example is that of a triatomicmolecule,

of the typeAB2,with just enough energy to break

one of the A–B bonds: in order for the molecule

to dissociate, most of the energymust be located

in the antisymmetric stretching mode; however,

if a significant fraction of the total energy is in the

symmetric stretch or the bending mode, then

dissociation will be delayed until, by chance,

enough energy accumulates in the antisym-

metric stretch.Wenote that energy is continually

flowing through the different vibrational modes,

as they are coupled through the anharmonic

terms in the molecular potential.

Clearly, the larger a molecule is, the more

normal modes it will have (recall, 3N � 6 for a

non-linear and 3N� 5 for a linear molecule) and

the more ways there will be of distributing the

energy over modes that are orthogonal to the

dissociation coordinate, leading to a longer life-

time for the excitedmolecule. As one coordinate

will lead to dissociation, there are effectively

3N� 7 vibrational modes (for non-linear mole-

cules) that can act as a reservoir for the excess

energy; and once the energy flows into these

modes, it will take time for it to localize in the

reaction coordinate and it is the rate of this

process that determines the lifetime of the

energy-rich molecule. In fact, the lifetime of

the excited molecule increases exponentially

as the number of reservoir modes increases, as

shown in Figure 18.B1, where the first-order rate

coefficient (the reciprocal of the lifetime) is

plotted against the number of vibrational

modes, s ¼ 3N � 6, for the dissociation of a

series of alkyl radicals.

The simplest form of unimolecular rate the-

ory, RRK theory, gives the following expression

for the dissociation rate coefficient kðEÞ:
kðEÞ ¼ oð1� E0=EÞs�1

whereo is themeanvibrational frequency of the

dissociating molecule, E0 is the energy required

Figure 18.B1 Experimental data showing the ex-
ponential decline in the dissociation rate constant,
with increasing number of vibrational modes, for a
series of alkyl radicals. Reproduced from Hardwidge
et al, J. Chem. Phys., 1973, 58: 340, with permission
of the American Institute of Physics
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has attracted wide experimental and theoretical inter-

est. Indeed, it is of some historical importance, as

the photodissociation of CH3I in the region of

l � 250 nm produces a population inversion in the

spin-orbit states of the iodine atom. The first photo-

chemical laser, built in 1963, was based on this pro-

cess and its discovery produced a surge of activity in

photochemical laserwork.This, in turn, led to increas-

ing interest in the detailed dynamics of photodissocia-

tion processes.

for dissociation, E is the total energy in the

molecule and s is the number of vibrational

modes. This simple model has the great advan-

tage of giving a clear physical insight into the

most important parameters involved in the dis-

sociation process. Thus,we see immediately that

the rate of dissociation depends strongly on the

number of vibrational modes s and is a sensitive

function of the excess energy.We also see that if

E is very large and the factor in parentheses

approaches unity, the molecule will dissociate

ina singlevibrational period.Moregenerally, the

factorE0/Emustbe less thanunity inorder for the

molecule to dissociate; and for E close to E0, it

follows that the factor in parentheses will be

small, particularly for a large molecule (i.e. a

large value for s� 1), and thus the excitedmole-

cule will survive for many vibrational periods.

Revealing and intuitive though it is, RRK

theory provides only a semi-quantitative treat-

ment. A number of improved theories that give

good quantitative results have been developed,

the most widely used being an extension by

Markus of RRK theory (i.e. RRKM theory).

This removes the main approximations and

takes amore full account of transition state theory.

The main approximations made in RRK theory

are the use of a mean vibrational frequency and

the neglect of angular momentum conservation.

We know that molecules can have a wide range

of vibrational frequencies, from low-frequency

bending and torsional modes to high-frequency

stretchingmodes (e.g. those of hydrides). RRKM

theory takes proper account of this range of fre-

quencies and gives the following expression for

the dissociation rate coefficient kðEÞ:

kðEÞ ¼ N�ðE � E0Þ
hrðEÞ

where N�ðE � E0Þ is the number of states of the

excited molecule at the transition state, rðEÞ is

the density of states for the excitedmolecule and

h is Planck’s constant. The increasing effect of

the energy, in excessof thedissociationenergy, is

seen from the term in the numerator, whilst the

influence of the number of vibrational modes

(the density of states) is seen in the denominator.

These terms can be readily calculated with

the aid of appropriate computer programs.

Another important aspect that we need to

consider is the time between collisions com-

pared with the lifetime of the energy-rich

molecule. If the time between collisions is

much shorter than the lifetime of the excited

molecule and there are large amounts of

energy �E removed at each collision, then

the rate of dissociation will be greatly reduced

and in the limit becomes zero.1 The value of

�E depends on a number of factors, including

the collision velocity, the vibrational frequen-

cies of the excited molecule, and the nature of

the collision partner (bath gas). For small

molecules in a monatomic bath gas the aver-

age value of�E is small (�50 cm�1), whereas
�E can be quite large (�103 cm�1) for

large polyatomic molecules in a polyatomic

bath gas. Further information on unimolecular

processes can be found in Holbrook et al.

(1996).

1We are here considering photoactivated energy-

rich molecules colliding with relatively cold bath

gas molecules (i.e. the system is far from thermal

equilibrium). This is the converse of the situation

where a gas is heated under bulk conditions and the

molecules undergoing dissociation acquire their

energy from collisions with the bath gas. In that

case, at the high-pressure limit, the rate of disso-

ciation becomes independent of pressure, i.e. dis-

sociation appears to be unimolecular (hence the

term) despite the fact that molecules are activated

in bimolecular collisions.

18.2 CONTINUUM INTERMEDIATE STATES AND BOND STRETCHING 249



More recent work with CH3I has been focused on

multiphoton processes, both to initiate dissociation

and to probe the energetic state of the products. An

interesting example of this is the excitation of CH3I

in the region l ¼ 350–370 nm, where there are no

resonant intermediate states. The excitation path to

the lowestRydberg states,usinga single focused laser,

must, therefore, involve coherent two-photon excita-

tion (i.e. a virtual intermediate state is involved; see

Figure 18.2). Using the (2þ 1) REMPI technique, a

spectrum of the two lowest Rydberg states can be

observed (Figure 18.3a), which shows a simple pro-

gression in the methyl umbrella mode v2.

However, when two independently tuneable lasers

are used, one tuned to a repulsive intermediate state

(i.e. tuned close to the maximum of the continuum at

l � 250 nm) and the other tuned so that the total

energy of the two photons is resonant with one of

the lowest Rydberg states (Figure 18.2), an entirely

different spectrum is observed. This spectrum, shown

in Figure 18.3b, contains significantly more structure

with a long progression in the v3 vibration (the C–I

stretch). In this case, the first step in the excitation

process involves a real (but repulsive) intermediate

state, which produces stretching of the C–I bond. As

the bond stretches, the second laser excites the mole-

cule to one of the bound Rydberg states, but with an

extended C–I bond (Franck–Condon principle).

Thus, a long progression in the Rydberg-state C–I

Figure 18.2 Schematic diagram showing the potential
curves for the ground state, the repulsive intermediate
states and two of the Rydberg states of CH3I. The vertical
arrows show the one-colour, non-resonant (dashed ar-
rows), and the two-colour, resonant (solid arrows) routes
for two-photon excitation to the Rydberg states. Note
that resonance with the repulsive intermediate state
(two-colour excitation) leads to stretching of the C–I
bond and this changes the Franck–Condon window for
excitation to the Rydberg state, favouring the C–I vibra-
tional mode v3. Reproduced from Min et al, J. Photochem.
Photobiol., 1996, 100: 9, with permission of Elsevier

Figure 18.3 REMPI spectra of the Rydberg states of CH3I
obtained using (a) one-colour, non-resonant (2þ 1) REMPI
and (b) two-colour, resonant (1þ 10 þ 1) REMPI. The two-
colour excitation involves a repulsive intermediate state
that leads to stretching of the C–I bond and this induces a
progression in the C–I stretching vibration v3 of the Ryd-
berg state. Reproduced from Min et al, J. Photochem.
Photobiol., 1996, 100: 9, with permissionof Elsevier
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stretch v3 is observed in the two-colour (bound–free–

bound) REMPI spectrum. Indeed, an even longer pro-

gressionwould be observedwere it not for the onset of

predissociation, which curtails the progression.

Two-colour REMPI spectroscopy, via repulsive

intermediate states, has some advantages over con-

ventionalOODRmethods, as a detailed spectroscopic

knowledge of the intermediate state is not required

(for conventional OODR, a knowledge of the ro-

vibronic state of the intermediate is essential).

However, rotational selection at the intermediate

(repulsive) state is no longer possible, and thus several

rotational levels of the final state will be excited,

within the laser bandwidth. This can prove to be a

challenge if rotational resolution is required,but this is

generallynot a serious problemwith jet cooling, as the

spectrum in Figure 18.3 shows.

18.3 High-resolution zero kinetic
energy photoelectron
spectroscopy

Themostwidelyused laser photoionization technique

is undoubtedly REMPI. This technique yields valu-

able spectroscopic information on the resonant (neu-

tral) intermediate states involved, but generally yields

little or no information on the ionization step itself.

The practical details and virtues of the REMPI tech-

nique have been described earlier, and the reader is

referred to Chapter 9 for further discussion.

Direct photoionization of most molecules requires

photons with a wavelength of about l � 120 nm

(about 10 eV). However, few laser systems, other

than free-electron lasers, provide tuneable, funda-

mental, output at these wavelengths, and frequency

tripling, four-wavemixing or Raman shiftingmust be

used to obtain photons in this region. The experimen-

tal arrangement for such techniques is quite complex,

and this has limited their use for the study of atomic

and molecular systems (e.g. see Powis et al. (1995)).

An alternative and widely used approach is to use a

pump laser, at a chosen fixed frequency, to populate a

well-defined intermediate state, which is then further

excited, by a second tuneable probe laser, through the

region of the ionization threshold and above, thus

providing information on the ro-vibronic states of

the ion. This two-colour approach is equivalent, in

principle, to optical double resonance and has found

its most powerful application in the so-called ZEKE

technique, which was introduced in Chapter 9 in the

context of diatomic molecules. In the following sec-

tion, after a brief summary of the key principles

involved, we describe the application of ZEKE spec-

troscopy to larger polyatomic molecules and van der

Waals clusters (some examples for the latter are given

in Chapter 24).

We start by briefly summarizing the limitations of

conventional photoelectron spectroscopy and the key

principles behindZEKEspectroscopy.The resolution

achievable with conventional photoelectron spectro-

meters is insufficient to resolve rotational fine struc-

ture for anything other than a few simple hydride

molecules, where the line spacing is significantly

larger than that for heavier molecules. Resolving the

rotational fine structure is important, as this provides

the information needed to determine the moments of

inertia, and hence the structure of an ion. Thus, the

information obtained from conventional photoelec-

tron spectroscopy is generally limited to the deter-

mination of ionic vibrational frequencies, which

yield information on the strength of bonding in

the various ionic states, and the ionization energies

of the various molecular orbitals. However, for

polyatomic molecules even the vibrational struc-

ture may be unresolved with conventional photo-

electron spectroscopy, and this limits its value.

Somewhat higher resolution photoelectron spectra

can be obtained using lasers and a magnetic bottle,

or electron TOF techniques, but again the resolu-

tion is limited (Powis et al., 1995).

Much higher resolution is achievable using thresh-

old photoelectron spectroscopy (TPES). As noted in

Chapter 9, themostwidely used and successful (laser-

based) TPES technique is generally referred to as

ZEKE (zero kinetic energy) photoelectron spectro-

scopy (Muller-Dethlefs and Schlag, 1998). The reso-

lution achievable with this technique is limited only

by the bandwidth of the laser used, and this is typically

0.2 cm�1 or, in themost favourable case, 0.001 cm�1.

Themost commonly used approach to ZEKE spec-

troscopy is to use a two-step excitation process

through awell-defined ro-vibrational level of an inter-

mediate state, preparedbyapump laser that is tuned to

the required frequency and then locked to it (see

Chapter 9, Figure 9.2). In the discussion that follows

we shall concentrate our attention on the second step,
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in which the tuneable probe laser further excites the

molecule above thefirst ionization limit.However,we

note that four-wave mixing techniques have also

been successfully employed to produce tuneable

VUV radiation, thus reaching the ionization limit in

a single step and avoiding the involvement of an

intermediate state.

Whena tuneablelaser is scanned through theenergy

region associated with molecular ionization, elec-

trons are produced with zero kinetic energy (ZEKE)

whenever the laser comes into exact resonance with a

ro-vibronic level of the ion. If we consider the laser in

resonancewith the lowest (zero point) state of the ion,

only electronswith ZEKE can be produced.However,

as the laser is scanned toaccesshigher statesof the ion,

electrons with both ZEKE and with a kinetic energy

equal to the difference in energy between the photon

energy and the lower energy levels will be produced

(see Figure 9.2).

The problem then is to separate theZEKEelectrons

from those that have a finite kinetic energy. The ori-

ginal approach to this problem, and one which is still

used for negative-ion ZEKE photoelectron spectro-

scopy, was to delay the extraction of ZEKE electrons

until those with kinetic energy have moved out of the

collection zone and only the ZEKE electrons remain

(see Figure 9.7). Electrons that were travelling

towards or away from the detector may also be col-

lected, but they can be eliminated by using TOF

techniques, together with a time-gate. Spectra are

thus obtained by scanning the laser over the energy

levels of the ion and collecting only the ZEKE elec-

trons produced at each resonance.

A complication arises because ZEKE electrons are

extremely susceptible to electric fields, due to their

low mass, and they will drift out of the region where

they are formed, under the influence of even a very

weak field. Unfortunately, it is difficult to entirely

eliminate small stray electric fields under typical

experimental conditions, due to charging of the

vacuum vessel surfaces (generally, a few milli-

electronvolts), and this severely limits the delay

times that can be used for extraction. This, in turn,

reduces the efficiencywithwhichZEKEelectrons can

be separated from thosewith kinetic energy. Away to

avoid this problem has been found by first exciting

molecules to very high Rydberg states (n > 80),

just below the ionization threshold for a given

ro-vibrational level (it should be noted that every

ro-vibrational level of an ion has a Rydberg series

converging on it). The initially excited Rydberg state

will have low electronic angular momentum (due to

selection rule restrictions) and a relatively short life-

time; however, it will be rapidly mixed with higher

angular momentum states by the electric field pro-

duced by the other ions that are present (i.e. those

formed when non-ZEKE electrons are produced) and

the weak electric fields produced by surface charging,

referred to above. These high angular momentum

Rydberg states now have a relatively long lifetime

and the extraction pulse can be delayed by a few

microseconds without any significant loss of the

excited states. In effect the ZEKE electrons have

been immobilized in a high Rydberg (neutral) state,

which prevents themdrifting away from the extraction

zone. The application of an extraction pulse (typically

1–10 V cm�1) is sufficient to field-ionize these high

Rydberg states and release the ‘ZEKE electrons’. This

approach, termed ZEKE-PFI photoelectron spectro-

scopy, is now the most widely used method, as

it greatly simplifies the experimental procedure.

Despite the fragile nature of high Rydberg states to

field ionization they are quite robust towards some

other perturbations. For example, in a study of the

ZEKE spectrum of HBr it was found that the initially

excited high Rydberg states, based on vþ > 1 of

the HBrþ(A2�þ) core, underwent predissociation to

form Rydberg excited Br* atoms, i.e.

HBr�!h� HBr�ðRydÞ ! Hþ Br�ðRydÞ

In other words, the electron that was initially orbiting

the HBrþ core in a high Rydberg level stays with the

Brþ core when the H atom departs (due to the large

difference in mass, the Brþ core remains almost sta-

tionarywhen theH atom recoils; seeChapter 15). The

high Rydberg state of HBr must, therefore, transform

rapidly into a high Rydberg state of the Br atom,

despite the considerable perturbation produced by

thedepartingHatom.Asimilar casehasbeen reported

involving the van der Waals complex between an Ar

atom and benzene. When the van der Waals complex

was excited to high Rydberg levels that undergo

predissociation of thevanderWaals bond, the initially

prepared state was found to have transformed into

a high Rydberg state of the naked benzene molecule.
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Thevery high resolution that can be achieved using

the ZEKE-PFI technique with polyatomic molecules

is illustrated in Figure 18.4, which shows the rotation-

ally resolved spectrum of the benzene cation, from

which its detailed structure has been determined.

Another example that illustrates the importance of

the high resolution achievable with ZEKE-PFI is the

observation of internal rotation in molecular ions

such as CF3–C6H4–NH
þ
2 (the trifluoromethyl-aniline

cation). The rotationof theCF3group in this ion and in

the parent molecule is hindered by the presence of the

NH2 group and interactions with the benzene ring,

resulting in the formation of a threefold barrier in the

PESs.The frequencies for internal rotation, inall three

isomers of this molecule, are of the order of only

7–20 cm�1 and can only be resolved with a high-

resolution technique. The ZEKE spectrum of the

3-(trifluoromethyl)-aniline isomer, excited via its S1
state, is illustrated in Figure 18.5. The height and

phase of these barriers has been obtained by analysis

of the ZEKE and REMPI spectra of 3-(trifluoro-

methyl)-aniline and also the two other isomers

(Macleod et al., 2000). The spectrum shown in

Figure 18.5 reveals that the ionic PES is �60� out of
phase with the S1 state, as excitation to the lower

torsional levels of the S1 state results in formation of

high torsional levels of the ion. However, as higher

levels of S1 are excited, the lower levels of the ion

become accessible until finally the zero-point level is

observed. This is very clearly seen from the PESs

shown in Figure 18.6.

The analysis described above relies on the Franck–

Condon principle and the changes in intensity of the

ZEKE signal as the intermediate state level is chan-

ged. In this case, the data obtained from the spectra are

more than sufficient to characterize the potentials;

however, intensity anomalies in ZEKE spectra are

quite common and can make the interpretation diffi-

cult (see Section 18.4).

Numerous studies have been conducted using the

ZEKE technique, and further details can be found in

the now quite extensive literature (see and Müller-

Dethlefs and Schlag (1998) and references therein).

In an extension to the ZEKE technique, termed

MATI, mass analysis of the ions from which the

Figure 18.4 Rotationally resolved ZEKE photoelectron
spectrum of benzene. Adapted from Müller-Dethlefs et al,
Angew. Chem. Int. Ed., 1998, 37: 1346, with permission of
JohnWiley& Sons Ltd

Figure 18.5 ZEKE photoelectron spectrum of 3-(trifluor-
omethyl)-aniline. The assignment of the torsional states is
shown as a horizontal comb above the top spectrum, and
the vibrational levels of the intermediate state S1 are
indicated in a vertical column on the left of each spec-
trum. Reprinted with permission from Macleod et al,
J. Phys. Chem. A 105: 5646. Copyright 2001 American
Chemical Society
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ZEKE electrons are produced is carried out using

TOFmethods. Aweak electric field is used to separate

spatially the initially formed ions from the high Ryd-

berg ZEKE states which are later field ionized, by a

stronger field, in the usual way. The strength of

the MATI technique lies in its ability to identify

the ion unambiguously from which the ZEKE elec-

tron originated. Thus, if more than one atomic or

molecular species is present, as will inevitably be

the case with studies of free radicals produced by

photodissociation, the normal ZEKE technique will

produce several overlapping spectra. By identifying

the parent ion one can be certain of an assignment

even in a complex mixture of different species.

Another area where the MATI technique is important

is the assignment of spectra of van der Waals com-

plexes, as the normal methods for the production of

such species generally involves the presence of the

uncomplexed species togetherwith clusters involving

one or more partner molecules. Indeed, it is possible

that, in any laser-based spectroscopic study, other

species or fragments may be unwittingly produced

and lead to a misassignment; the MATI technique

avoids this problem with ZEKE spectra (Muller-

Dethlefs and Schlag, 1998).

However, there is a price to pay with the MATI

technique, compared with the normal ZEKE

approach. First, there is the added complexity asso-

ciated with mass analysing the ions; and second, the

signal-to-noise and resolution are generally lower.

Nevertheless, the resolution is still impressive (typi-

cally �1 cm�1), as illustrated in Figure 18.7, where

theMATI spectrumof p-methylphenol (Figure 18.7b)

is comparedwith the two-colour resonant two-photon

ionization (2C-R2PI) spectrum (Figure 18.7a) (Lin

et al., 2004). The ionization energy is most clearly

defined in the MATI spectrum and can be assigned

with confidence due to the simultaneous observation

of the associated ion, even if impurities were to be

present in the sample.

18.4 Autoionization

Autoionization, in principle, is similar to predissocia-

tion, in that mixing between a bound state and

a continuum state results in the formation of two

Figure 18.6 Potentials for internal rotation of CF3 in
the ground state S0, first singlet S1 and ionic D0 states of
3-(trifluoromethyl)-aniline.Reprintedwithpermissionfrom
Macleod et al, J. Phys. Chem. A 105: 5646. Copyright 2001
American Chemical Society

Figure 18.7 Ionization of p-methylphenol via the S10
0

intermediate state, using the methods of (a) 2C-R2PI and
(b) MATI. Reproduced from Lin et al, J. Chem. Phys., 2004,
120: 10515, with permission of the American Institute of
Physics
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separate particles. The important difference between

the two processes is the mass of the escaping particle.

Thus, for autoionization, the very low mass of the

electron makes tunnelling processes much more

important.

Autoionization is a very broad topic and we there-

fore restrict our attention here to processes that influ-

ence the intensity of transitions observed in ZEKE

spectra. It is well known that autoionization can cause

significant perturbations to line intensities and that

threshold processes are particularly susceptible to

autoionization. Thus, ZEKE spectra can be expected

to show intensity anomalies, and a striking example is

seen in the very extended vibrational progression

observed in the two-photoncoherentZEKE-PFI spec-

trum of Iþ2 ðX2�3=2Þ. Vibrational levels as high as

vþ ¼ 90 were observed, whereas only a very limited

progression, extending up to v ¼ 4, would be

expected from the Franck–Condon factors (Cockett

et al., 1996). This has been attributed to electronic

autoionization, in which the observed transitions are

enhanced in intensity through mixing with the con-

tinua associated with lower lying states of the ion (see

Figure 18.8).

A similar extended progression is observed with

Oþ2 , and a number of other molecules and intensity

anomalies are expected to be quite common, particu-

larly with small, high-symmetry species, in view

of the fact that threshold processes are prone to auto-

ionization.Thus, care is neededwith the interpretation

of line intensities, as they are frequently influenced by

channel interactions between Rydberg series and

adjacent ionization continua. This is illustrated in

Figure 18.9, and three main cases can be identified:

1. The pseudo-continuum couples strongly to the

ionization continuum (on the left of Figure 18.9),

and autoionizes, producing electrons with kinetic

energy, which are lost during the delay before

extraction. This results in a loss of intensity for

the ZEKE signal.

2. The pseudo-continuumand interloper (on the right

of Figure 18.9) couple strongly. If the transition to

the interloper is stronger than that to the pseudo-

continuum, then the extraction pulse can force the

interloper to autoionize into the ZEKE channel,

thus increasing the ZEKE signal.

3. The pseudo-continuum and interloper are strong-

ly coupled, with the transition to the pseudo-

continuum being strongly favoured. This results

Figure 18.8 Extended vibrational structure observed in the ZEKE-PFI spectrum of I2(X
2P3/2), which is due to autoioniza-

tion. Reproduced from Cockett et al, J. Chem. Phys., 1996, 105: 3347, with permission of the American Institute of Physics
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in a loss of intensity, and in some cases a window

resonance (a strong dip in the intensity) is seen.

Thus, the interpretation of ZEKE signal intensities

can be more complex than expected purely on the

basis of Franck–Condon factors.

For a wider discussion of autoionization the reader

is referred to the existing literature, e.g. see Powis

et al. (1995).

18.5 Photoion-pair formation

Aswehave already seen, the ground-state potential of

sodium iodide is ionic in nature and correlates with a

pair of ions, i.e. Naþ and I� (see Figure 15.6). How-

ever, what is not generally appreciated is that all

molecules have ion-pair states (these are often elec-

tronically excited states) and such states can photo-

dissociate to yield pairs of ions, once the ion-pair

dissociation limit is reached, provided that formation

of a stable negative ion fragment is possible, i.e.

AB�!h� Aþ þ B�

where A and B can be atoms or molecular fragments.

In some cases the yield of photoion-pairs is quite

high, but in other cases it is low due to competition

with predissociation, yielding neutral species, and

photoionization channels, yielding ABþ and an

electron.

Photoion-pair formation was first observed by

Terenin and Popov (1932), using a primitive mass

spectrometer. However, little more was done until

the 1960s, when there were significant developments

with tuneable short wavelength photon sources and

mass spectrometry. The more recent use of VUV

lasers and multiphoton excitation techniques has

facilitated high-resolution studies of photoion-pair

formation, and a range of molecules has now been

studied (Berkowitz, 1996; Lawley et al., 1993). For

most halogen-containing molecules and molecules

containing atoms (or groups of atoms) with a high

electron affinity, photoion-pairs can be produced

below the first ionization energy of the parent mole-

cule. Thus, for example, Br2 yields Br
þ together with

Br�, about 1000 cm�1 below the ionization energy of

the parent molecule. If the threshold energy for this

type of process is determined accurately, then it can

yield very precise thermodynamic data (see below).

As the potential for an ion-pair state is Coulombic,

it will support an infinite number of vibrational states

and these form a Rydberg series close to the dissocia-

tion threshold. These weakly bound states appear to

behave like the high-n Rydberg states employed in

ZEKE photoelectron spectroscopy, described in the

previous section, and they have, therefore, been

termed zero ion kinetic energy (ZIKE) states (Wang

Figure 18.9 Rydberg and continuum interaction channels in ZEKE spectroscopy (for details see text). IP1 to IP3 are
particular molecular ionization potentials to which the Rydberg series converge
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etal., 2000).Thedifferencebetween ion-pair states and

the more familiar atomic Rydberg states is the differ-

ence in mass between the negatively charged particles.

The very large increase in reducedmass of the negative

ion results in a Rydberg constant that is several orders

ofmagnitude larger (�104, dependingon themolecule)

for ion-pair states. Thus, instead of atomic orbitals we

now have an infinite number of states that involve

nuclear motion (i.e. vibration), with an effective prin-

cipal quantum number given by vþ J þ 1. Near dis-

sociation, these highly vibrationally excited states will

have dramatically extended bond lengths, with outer

turning points as large as 100 Å, and thus a very large

dipole moment. Pulsed electric field dissociation of

these ZIKE states has started to provide new and inter-

esting information on their behaviour. One of the tech-

niques used to study these states, known as threshold

ion-pair production spectroscopy (TIPPS), has also

been used to obtain accurate ion-pair photodissociation

thresholds for O2, HCl, DCl, H2, D2 and H2S (Shiell et

al., 2000). The thermodynamic threshold for the dis-

sociation, AB! Aþ þ B� can be calculated from

D0(AB)þ IE(A)� EA(B), where D0(AB) is the

bond dissociation energy ofAB, IE(A) is the ionization

energy of A and EA(B) is the electron affinity of B,

provided that these are known. Conversely, if the ion-

pair photodissociation threshold is measured to high

precision, then accurate thermodynamic data can be

obtained (see Box 18.2).

The precision of D0(HCl), D0(O2) and D0(H–SH)

has been improved by thismethod. In the case of H2S,

the only polyatomic molecule to be studied by TIPPS

so far, the energy state in which the SH� fragment is

generatedmust also be known if these constants are to

be determined, and this provides an extra challenge

for the experimentalists and theoreticians. For exam-

ple, in order to obtain the threshold for Hþ þ SH�

production, the TIPP spectrum, which took several

days to record, had to be accurately simulated using

known rotational constants ofH2S andSH
�, synthetic

line shapes for the blended components of the

observed bands, and an unknown rotational tempera-

ture. More generally, the signal-to-noise ratio in any

TIPPS experiment depends on the efficiency with

which the threshold region for dissociation can be

accessed from the ground state.

Box 18.2

Threshold ion-pair production
spectroscopy

The threshold for photoion-pair production

from jet-cooled H35Cl has been determined as

116288.7� 0.6 cm�1.

HClþ hvthreshold�!Hþ þ Cl�

This datum can be used to obtain the bond dis-

sociation energy of HCl to higher precision than

previously available, using the equation for

energy balance:

hvthreshold ¼ D0ðHClÞ þ IEðHÞ � EAðClÞ

where IE(H) is the ionization energy of the

hydrogen atom (109 678.8 cm�1), and EA(Cl)

is the electron affinity of the chlorine atom

(29 138.3� 0.5 cm�1); both of these are known

to very high precision. The bond dissociation

energy of HCl is thus determined as

D0ðHClÞ ¼ hvthreshold ¼ �IEðHÞ þ EAðClÞ
¼ 35 748:2� 0:8 cm�1

Access to the high vibrational levels of ion-pair

states has mainly been achieved to date through

‘doorway’ states, which are mixed Rydberg–ion-

pair states in nature and have favourable Franck–

Condon factors for excitation from the ground or

precursor state, or through the lower vibrational levels

of higher lying ion-pair states (note that the Franck–

Condon factors for direct excitation are extremely

small). Mixing between Rydberg and ion-pair states

also continues above the free ion-pair dissociation

threshold and to higher energies, above the first IE,

where predissociation to ion-pairs competes with

ionization. However, little is known about these com-

peting processes, and further work in this area is

needed.
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19
Coherent Control and the Future of

Ultra-short Probing

So far we have considered methods that explore the

dynamics of photodissociation and photoionization

by using conventional and femtosecond pump–probe

techniques. Such studies have provided us with

considerable insight into the variety of dynamics

that occur, and the PESs involved, with small and

medium-sized molecules. We have also seen that

access to different photochemical pathways can, in

somecases, be controlled simply by changing the laser

frequency (e.g. the photodissociation of CH2IBr; see

Section 17.3). However, the complex nature of mole-

cular PESs and the couplings between them, leading

to rapid internal vibrational redistribution in larger

polyatomic molecules, inevitably limits our ability to

control reactions simply by changing the excitation

frequency. Thus, more powerful methods of control

are required as the molecular dynamics on excited-

state PESs become more complex. To obtain more

general control, e.g. over branching ratios, we need to

be able to manipulate the motion of molecules (i.e. the

wave-packet dynamics) on the excited-state PESs

with femtosecond time precision.

19.1 Coherent control of chemical
processes

For molecules with known PESs, early theoretical

work suggested that laser control could provide a

means of guiding a reaction along a desired path,

and some of these theoretical proposals have now

been verified experimentally for a few atomic and

small molecule systems. Experimentally, higher

levels of laser control can be gained by changing the

pulse shape, duration, phase or polarization, or by

introducing a sequence of laser pulses. By employing

one or more of these additional levels of control we

can, in principle, guide a wave packet over a PES and

optimize the yield of a desired product. This approach

is generally referred to as coherent control.

Experimentally, the simplest and most effective

method of control is to shape the temporal and fre-

quency profile of the femtosecond laser pulse. Tech-

nology that allows us to produce ‘tailored’

femtosecond laser pulses is now available, and

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



liquid-crystal devices (LCDs), developed for the tele-

communications industry, can be used. By applying

different voltages to the individual pixels of an LCD,

which changes their refractive index, different wave-

length components can be optically delayed with

respect to one another (phase modulation); a second

LCD can also be used to give amplitude modulation.

Thus, both the pulse shape and the sequence of fre-

quencies can be changed and tailored to optimize the

yield of a desired product.

All of this can be controlled using computer soft-

ware, which should also include an adaptive learning

algorithm, capable ofcomputing thenext step towards

producing the optimum product yield and then tailor-

ing the laser pulse in an appropriateway (this is termed

adaptive closed-loop control). After each laser pulse,

information on the product yield, obtained using an

appropriate detector, is fed back to the computer,

which then compares the actual product yield with

that desired. This process is repeated until the desired

product yield has been optimized. Clearly, the final

objective (i.e. information on the product to be opti-

mized) must be specified in advance (the user-defined

objective) and stored in the computer at the start of the

experiment, e.g. see Brixner and Gerber (2003).

The general concept for adaptive closed-loop con-

trol is shown in the lower panel of Figure 19.1. The

sequence of events for adaptive closed-loop control is

as follows:

1. the user-defined objectives are stored in the com-

puter;

Figure 19.1 Diagram showing the arrangement for closed-loop learning control. Following a femtosecond laser pulse,
the products of the photochemical process are detected and compared with the user-defined objectives stored on the
computer. A learning algorithm then calculates the modified electric fields required to shape the laser pulse and further
optimize the yield of the desired product. Cycling through the loop many times gives the optimum pulse shape and best
product yield. Adapted from Brixner et al, Chem. Phys. Chem., 2003, 4: 418, with permission of John Wiley & Sons Ltd
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2. the femtosecond laser is pulsed, the target mole-

cule is excited, the products are probed and the

output from the detector fed to the computer,

where it is compared with the user-defined objec-

tives;

3. a signal is then sent to the pulse shaper and the laser

pulse is modified;

4. if the next laser pulse results in an improvement in

the yield of the desired product, then further

change to the pulse, in the same sense, is made

(conversely, if the desired product yield goes

down, a change in the opposite sense is made);

5. the above loop is repeated several times, with the

adaptive learning algorithm computing the

changes in pulse shape or phase required to opti-

mize the desired product;

6. finally, details of the optimumpulseparameters are

then stored on the computer for future use.

It is important to note at this point that, in the gas

phase, the processes that destroy or scramble coher-

ence, such as collisions or spontaneous emission,

generally take place on a much longer time-scale

than the process that is being coherently controlled

by the shaped femtosecond laser field, and thus do not

interfere.

A variety of experimental studies that employ the

coherent control methods outlined above have been

described in the literature. In the simplest atomic and

diatomic systems, a detailed understanding of the

mechanisms involved has already been achieved.

However, polyatomic systems are far more challen-

ging, and the mechanisms involved have only been

fully deciphered in a few systems.

Following early pioneering work on the theory

of coherent control, Rabitz and co-workers demon-

strated experimentally that photoionization

branching ratios can be controlled in a series of

ketones (Levis et al., 2001). For example, in the

photoionization of acetone ((CH3)2CO), the

CH3COþ ion, which was almost below the detec-

tion limits for an untailored pulse, became a sub-

stantial product when the laser pulse was tailored

by the learning algorithm. This is particularly

interesting, as the CH3CO radical normally under-

goes rapid dissociation when formed in the photo-

lysis of acetone using conventional techniques (see

Section 17.4), but the ion can clearly survive when

the optimum tailored pulse is used.

The control of branching with the analogous but

less symmetric ketone molecule, CF3COCH3 (tri-

fluoroacetone), to yield either CHþ3 or CFþ3 was also

demonstrated:

The CHþ3 =CFþ3 ratio could be readily changed such

that either CHþ3 or CFþ3 became the dominant ion

formed.

The third ketone studied, benzophenone

(C6H5 COCH3), was found to undergo dissociative

rearrangement to produce the toluene ion C6H5CHþ3 .

The yield of this ion, which is not seen in electron-

impact ionization of benzophenone, could be con-

trolled with high selectivity.

An important general point to emerge from

these experiments is that tailored excitation-pulse

shapes can significantly alter the mass spectrum

produced by laser radiation. This approach could,

therefore, provide a method for the multidimen-

sional analysis of complex molecules, as varying

ion distributions, each with different information

content, can be obtained as a function of pulse

shape. The use of tailored femtosecond laser

pulses may, therefore, open new avenues for

mass spectrometric analysis of large and biologi-

cally relevant molecules.

Another interesting example of how the product

yield can be enhanced and side products reduced,

using adaptive pulse shaping, is the multiphoton dis-

sociation of lactic acid (CH3CH(OH)COOH). Clea-

vage of the carboxylic group, relative to that of the

methyl group, by an unshaped laser pulse is more

probable by a factor of 24. This rises to a factor of

130 when an optimized femtosecond laser pulse is

used, reducing the side reaction (CH3 cleavage) to an

insignificant level (Brixner and Gerber, 2003). It is

amusing to note that if this process is carried out in an

acidic liquid-phase environment, where a proton can
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be provided to yield ethanol as the product, then the

overall sequence would convert ‘milk into wine’. This

is not quite the conversion process of biblical fame,

but it is close!

As mentioned above, selective bond breaking in the

molecule CH2IBr is possible simply by changing the

excitation frequency, although this approach is much

less favourable for CH2ClBr. However, it has been

shown that selective bond fission in CH2ClBr can be

significantly improved by the use of adaptive pulse

shaping. Indeed, even the fragment isotopic ratio

(79Br/81Br) was found to depend on the laser pulse

shape, suggesting that it might be possible to use this

approach to control isotope enrichment in a wider

context.

It is important to emphasize that, in the above

examples, knowledge of the PES was not required

for the optimization process. The adaptive-control

learning algorithm explores the available phase

space and optimizes the evolution of the wave packet

on the excited state PES without any prior knowledge

of the surface. Thus, the intrinsic information about

the excited-state dynamics of these polyatomic sys-

tems remains concealed in the detailed shape and

phase of the optimized pulse. Inevitably, however,

scientific curiosity, together with a desire to under-

stand how chemical reactions can be controlled, has

led to pioneering studies that aim to identify the under-

lying rules and rationale that lead to a particular pulse

shape orphase relationship thatproduces the optimum

yield.

An example where insight into the detailed

mechanism has been achieved is seen in the work by

Woeste’s group (Daniel et al., 2003). They combined

femtosecond pump–probe experiments, ab initio

quantum calculations and wave-packet dynamics

simulations in order to decipher the reaction

dynamics that underlie the optimal laser fields for

producing the parent molecular ion and minimizing

fragmentation when CpMn(CO)3 is photoionized

(Cp¼ cyclopentadienyl):

When a simple random, non-optimized pulse (dura-

tion�tp¼ 87 fs, spectral width�l � 10 nm, centred

at l ffi 800 nm) was applied, both sets of products

were formed, but the parent ion yield was very low

and almost zero. By using adaptive optimal control,

the parent ion yield was found to increase dramati-

cally; see the data panel at the top right in Figure 19.2,

which shows the evolution of the parent ion yield with

time as the pulse is temporally optimized for ampli-

tude and wavelength composition. Figure 19.2 also

shows that the optimal pulse shape consists of two

main pulses separated by�85 fs, with the first (pump)

pulse being blue-shifted by�11.3 nm.

In parallel with these experiments, the adiabatic

PESs for the ground, ionic and excited states, together

with non-adiabatic couplings, were calculated ab

initio. Wave-packet dynamics simulations were then

carried out on these surfaces and a detailed mechan-

ism was deduced by comparing the results with the

experiments using adaptive optimal control and some

further two-colour femtosecond pump–probe experi-

ments.

The key points to emerge were that two PESs are

involved in the initial two-photon excitation step

(i.e. the b1A00 and c1A0 PESs), and that one of these

is predissociated (namely the b1A00 PES, which

couples non-adiabatically to the dissociative a1A00

PES). Excitation of the predissociated state can be

minimized by carefully tailoring the wavelength

component of the pump pulse. The second pulse

then ionizes the molecule by three-photon excita-

tion of the state, which is not predissociated. The

�85 fs delay between the two pulses optimizes the

second step, as this is the time required for the

molecule to reach the outer vibrational turning

point of the non-predissociated c1A0 intermediate

state. This delay also minimizes the effect of pre-

dissociation from the other intermediate state, thus

optimizing the yield of the parent ion. A final,

lower intensity contribution from the probe pulse

is about a further 85 fs later than the main probe

peak and is red-shifted by �1 nm (see upper left

panel in Figure 19.2). It captures the CpMn(CO)3

parent at the inner turning point of its vibration on

the c1A0 PES, enhancing the parent ion yield.

The area of coherent control is effectively still

in its infancy, but rapid progress is being made

with both experiment and theory. Such advances

will make the area more accessible and ensure its

wider application in the future, e.g. see Brixner

and Gerber (2003).
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19.2 Time-resolved diffraction
and attosecond probing

As our understanding of the dynamics of the excited

states of small and medium-sized molecules has

advanced, attention has increasingly moved towards

larger molecules and model systems of biological

relevance. However, the use of high-resolution spec-

troscopy to probe the dynamics of large molecules

becomes increasingly more difficult with size, and the

concept of a PES becomes less useful. In other words,

the spectroscopic signature of the excited state

becomes increasingly difficult to decipher, its inter-

pretation becomes less rigorous, and more reliance

has to be placed on chemical intuition.

At this point it becomes more profitable to think in

terms ofmolecular diffraction to supplement spectro-

scopic analysis. By using time-resolved X-ray diffrac-

tion techniques, the molecular dynamics of excited

states can, in principle, be observed directly without

any knowledge of the PES. This approach is already

being employed, using synchrotron radiation, but the

time resolution is at present limited to 102 ps (Wulff

et al., 2003). However, the development of femtosecond

X-ray free-electron lasers (e.g. http://tesla.desy.de)

will make it possible to obtain diffraction data on the

~85 fs
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femtosecond time-scale, and this will allow intra- and

inter-molecular dynamics to be resolved, even for very

largemoleculesofinterest tobiologists. Ineffect,wewill

have an ultra-fast ‘movie picture’ with time-resolved

images of atomic motion in excited states on the femto-

second time-scale. Indeed, it might be possible to pro-

duce time-resolved holograms and observe dynamical

processes in three dimensions!

However, there will still be a place for spectro-

scopic studies, as the diffraction studies will raise

many questions, such as why one type of molecule

proceeds down a particular path whilst other, related

molecules proceed down an entirely different path,

yielding different products. Spectroscopic studies,

which provide information on the force field in a

molecule, may well be able to answer such questions

when diffraction and spectroscopic studies, together

with theory, are combined. Thus, we can expect three

strongly coupled parallel streams of research, i.e.

time-resolved diffraction, time-resolved spectro-

scopy and related theoretical studies, to develop

over the next decade.

Further possibilities that are already emerging

include the use of lasers with attosecond pulse dura-

tion to observe the dynamics of the electrons in mole-

cules. By generating high harmonics in a gas it

is possible to shorten femtosecond laser pulses and

generate attosecond pulses. Using this approach,

wave-packet motion can be observedwith a resolution

of the order of 102 as (Niikura et al., 2005). High

harmonic emission from N2 has also been used to

observe the 3D shape of the highest occupied mole-

cular orbital (HOMO) in this molecule. This ‘snap-

shot’ of a molecular orbital was obtained using a laser

pulse intensity of�1014 W cm�2, which first aligned

the molecules in the laboratory frame and then selec-

tively ionized the HOMO.Selectivitywasachievedby

operating in the tunnel ionization regime, where the

rate of tunnelling depends exponentially on the ioni-

zation energy of the orbital, thus effectively isolating

the HOMO. The image was then obtained by project-

ing the HOMO onto a coherent set of plane waves

(Itatani et al., 2004). However, whilst this is a very

impressive achievement, the ultimate aim is to

observe orbital changes on the time-scale of chemical

reactions. This will ultimately allow us to understand

fully the glue that controls molecular structure, intra-

molecular dynamics and chemical reactions!
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PART 5

Laser Studies of Bimolecular
Reactions



The chapters in this part deal with the study of bimo-

lecular reactions using lasers. To this end we will start

with a résumé of chemical kinetics in which basic

concepts are revisited (Chapter 20). The approach

adopted in the text is rather microscopic, as it is

directed to unravel the molecular mechanisms under-

lying chemical reactions. The basic questions, there-

fore, are why and how chemical reactions occur. These

fundamental objectives can only be achieved through a

general understanding of the forces governing mole-

cular interactions. Therefore, we have also included a

short section devoted to intermolecular potentials and

potential energy surfaces (Section 20.4), sincewe need

to gain an insight into the scenario where nuclear

motion takes place – connecting reactants with pro-

ducts of chemical reactions.

A complete knowledge of the whole mosaic of

chemical reactivity needs a full understanding of its

most elementary piece, namely that of an elementary

chemical reaction occurring in just one event. For this,

the molecular beam method is one of the most power-

ful tools to investigate the dynamics of elementary

reactions (see Chapter 21). In this environment

we will study bimolecular reactions using laser tech-

niques. Actually, lasers are used in many different

ways, namely to prepare reagents, probe products,

or both.

There are many bimolecular reactions whose inter-

mediate lifetimes are less than a picosecond. Thus,

only after the recent development of ultra-fast,

�100 fs, laser pulses has it been possible to study

the spectroscopy and dynamics of these transitions

states, giving rise to the so-called field of femto-

chemistry. This discipline has revolutionized the

study of chemical reactions in real time, and one of

its most prominent exponents, Ahmed H. Zewail, was

awarded the Nobel Prize for Chemistry in 1999.

Part 5 is dedicated entirely to modern reaction

dynamics involving bimolecular reactions in the gas

phase. It should be noted that, during the last decade or

so, a huge development has taken place in our under-

standing of chemical reactions in other environments,

such as in clusters or at surfaces; Part 6 is dedicated

to these studies.
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20
Basic Concepts of Kinetics

and Reaction Dynamics

20.1 Résumé of kinetics

The rate of a chemical reaction

From a practical point of view, the rate of a

chemical reaction is the slope of the tangent to

the curve showing the change of concentration of

a species with time. Clearly, the rate at which either

a reactant is consumed or a product is formed

changes during the course of the reaction. Thus,

one needs to consider the instantaneous rate of the

reaction as the rate at a given instant.

The chemist needs to characterize a chemical reac-

tion with only one rate, regardless of whether consid-

ering the consumption of a reactant or the formation of

a product. To this end we consider the following

chemical reaction

aAþ bBþ . . .! cCþ dDþ . . .

Its rate r is defined as

r ¼ � d½A�
a dt
¼ � 1

b

d½B�
dt
¼ 1

c

½C�
dt
¼ 1

d

½D�
dt

or more generally as

r ¼ 1

vi

d½i�
dt

where [i] is the molar concentration of species i, t is

time and �i is the stoichiometric coefficient of the

species i; �i is taken to be positive for products and

negative for reactants, to guarantee that r is always a

positive quantity. In general, r, which can only be

determined from measurements in the laboratory, is

a function of the concentrations of the species in

the overall reaction, including both reactants and

products, i.e.

r ¼ f ðc1; c2; . . . ; cnÞ

This equation is known as the rate law.

Rate laws and rate constants

Empirically it is often found that

r ¼ k½A�a½B�b½C�c
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i.e. the measured rate is proportional to the molar

concentration of reactants (A, B, C, . . .) raised to

powers of (a, b, c, . . .).
The coefficient k, which characterizes the reaction

under study, is called the rate constant. It is a function

of temperature, but it is also independent of the con-

centrations. The numbers a, b and c are defined as

partial orders of A, B and C respectively. The overall

order of a reactionn is the sum of the partial orders, i.e.

n ¼
X
i

ni

in which ni is the partial order of reactant i. A reaction

does not need to have an integer order. The units of the

reaction ratekare s�1c1�n (c is the concentration of the

reactant), so it converts the product of concentrations

appearing in the rate law into the rate dimensions, i.e.

into units of concentration per unit time.

Many reactions, e.g. in the gas-phase, do not have

an integer order; consequently, their rate laws cannot

be expressed in the polynomial form given above. In

this case the reaction does not have an order and this

concept is not applicable.

Reaction stoichiometry and mechanisms

Let us consider the following two gas-phase reactions

Rbþ CH3I! RbIþ CH3

H2 þ Br2 ! 2HBr

whose respective measured rate laws are

r ¼ � d½CH3I�
dt

¼ k½Rb�½CH3I�

r ¼ 1

2

d½HBr�
dt

¼ k½H2�½Br2�1=2

1 þ k0
½HBr�
½Br2�

In spite of their similar overall stoichiometry, their

rate laws are markedly different. The rate law depends

on the reaction mechanism, which means the number

of steps through which a reaction proceeds. Whereas

the first reaction is an elementary reaction, i.e. it is

formed by one step only, the second one is a complex

reaction, as products are formed through several

(sequential) steps, in the particular case shown here

the following five steps:

1. Br2 þM! 2BrþM

2. Brþ H2 ! HBrþ H

3. Hþ Br2 ! HBrþ Br

4. Hþ HBr! H2 þ Br

5. 2BrþM! Br2 þM

Here, each step is an elementary reaction, and M

stands for a third body. Reactions whose rate law is

not of the form v ¼ k½c1�n1 ½c2�n2 ½c3�n3 do not have an

order.

How to determine the rate law

The rate law needs to be determined by experimental

measurements only. This goal is simplified using the

so-called isolation method, in which the concentra-

tions of all reagents except one are in large excess. Let

us assume a rate law of the form

r ¼ k½A�½B�b

If species B is in large excess, then we could take its

concentration as constant and then we could approx-

imate the rate as

r ¼ k½A�½B�b � k0½A�

in which k0 ¼ k½B�b0 and [B]0 is the initial value of

[B], since it barely changes during the course of the

reaction. Notice that the latter equation r ¼ k0½A� has

the form of a first-order rate law, although due to the

approximation it is called pseudo-first order. This

pseudo-first-order rate is easier to analyse than the

complete rate law. Obviously, this isolation method

can be applied to any reactant. For example, if applied

to the Areactant, then the following rate result is found

r ¼ kexp½B�b

How can we determine order b? There are several

methods that couldbeused to reachsuchagoal.One of

268 CH20 BASIC CONCEPTS OF KINETICS AND REACTION DYNAMICS



the most widely used methods is that of initial rate,

consisting in measuring the instantaneous rate at the

beginning of the reaction for distinct initial concen-

trations of species B. Under these conditions, the

initial rate r0 can be written as

r0 ¼ kexp½B�b0

By applying logarithms one obtains

log r0 ¼ log kexp þ b log½B�0

Therefore, a plot of log r0 as a function of log[B]0

should be a straight line; the order b can be estimated

from its slope.

Integrated rate laws

The experimental data measured in a kinetic experi-

ment are concentration and time, but because the rate

laws we have seen so far are differential equations

(e.g. d[B]/dt) they need to be integrated in order to find

the concentration at any given t and to compare it with

experimental results.Manyrate lawscanbe integrated

analytically, and a summary of the most used is listed

in Table 20.1.

Connected with integrated rate laws is the half-life

of a reaction; this is normally represented by t1/2. It is

the time after which the concentration of the species is

half of its initial value. One can showthat only for first-

order reactions does t1/2 not depend on the reactant

concentration. For these first-order reactions it is

equal to t1/2 ¼ ln 2/k.

Temperature dependence of the reaction
rate

It is well known that the rate of many reactions

increases with temperature. Svante Arrhenius studied

the temperature dependence of the reaction rate and

proposed his empirical law in 1889, which is often

written as

k ¼ A expð�Ea/RTÞ
where k is the rate constant, A is the pre-exponential

factor and Ea is the activation energy. A has the same

units as k.Ea is often expressed in units of kilojoules per

mole. Normally, these two parameters are recognized

as Arrhenius parameters. In the above Arrhenius equa-

tion, R is the gas constant and T is the absolute tem-

perature. Normally, to determine these two parameters

one produces the so-called Arrhenius plot in the form of

ln (k) against 1/T. In such a plot the slope is equal to

�Ea/R and the intercept at 1/T ¼ 0 is equal to ln A.

20.2 Introduction to reaction
dynamics: total and
differential reaction
cross-sections

There are many situations in which a chemical system

is not at thermal equilibrium; therefore, a temperature

cannotbedefined,norcan itbeused tocharacterize the

state of the system and its evolution. Under these

conditions, the rate constant kðTÞ cannot be used to

characterize the chemical reaction; consequently, one

needs other parameters to describe the extent of a

chemical reaction. This is particularly true in mole-

cular reaction dynamics, the field that studies what

happens at the molecular level during an elementary

chemical reaction.

A good example of the situation mentioned above is

the reaction occurring between a beam of particles and

a gas. Even in the case that one can define the gas

temperature, this will probably differ from that of the

beam; thus, any reactive collision taking place cannot

be said to occur at a specific temperature. In this case

we use a new parameter called collision cross-section,

or reaction cross-section if referred to reactive colli-

sions.

Table 20.1 Differential and integral rate laws with order
n � 3

Order Differential rate law Integral rate law

0
dx

dt
¼ k kt ¼ x

1
dx

dt
¼ kða� xÞ kt ¼ ln

a

a� x

2
dx

dt
¼ kða� xÞ2 kt ¼ x

aða� xÞ

3
dx

dt
¼ kða� xÞ3 kt ¼ 1

2

2ax� x2

a2ða� xÞ2
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Let us now look at these new magnitudes. Assume

thatwe haveabeam ofparticles Awhose intensity IA is

vACA, i.e. its velocity times its concentration, collid-

ing with a gas B, which is inside a gas cell and has a

concentration CB, as illustrated in Figure 20.1. Here,

IA(l) is the intensity of A at a distance l and IA(0) is the

initial intensity, i.e. the intensity before A enters the

gas cell.

Figure 20.2 shows the image of a calcium beam

(top figure) moving inside a vacuum chamber.

The emitted light corresponds to the transition

Ca(3P1–1S0), which is forbidden by electric dipole

interaction (this is why the excited calcium Ca(3P1)

lives so long, i.e. � � 340 ms so we can see it). The

bottom part represents the same image, but this was

taken when a few millibars of CH3I was added to

the chamber. The attenuation of the calcium beam

is clearly evident.

Because the image was taken with a CCD camera,

coupled to a computer, we can plot the intensity of the

calcium beam as a function of the distance. This is

done in Figure 20.3 in a semi-log plot of ICa� versus

the attenuation path length.

From the slope one can obtain an attenuation cross-

section of 111 Å2 (see below). So, what exactly does

this cross-section mean? In a clear physical sense, this

cross-section means that any excited calcium atom

colliding with theCH3Imoleculewithinanarea of111

Å2 will be affected. Otherwise it will continue moving

electronically excited.

Obviously, the differential beam intensity loss dIA
will depend on the actual beam intensity, gas cell

concentration and collision path dl of A inside the

gas cell. Thus, we can write

dIA / IACB dl

At this point it is important to realize that, for a

given intensity, gas-cell concentration and collision

path, not all the A species have the same probability to

Figure 20.2 Intensityof theCa(3P2–
1S0) emission, taken

as intensity of the excited Ca* beam, as a function of the
travelling distanc x (the horizontal axis). The whole length
corresponds to 20 mm. Top segment: no scattering gas pre-
sent in the chamber. Bottom segment: 20 mTorr of CH3I
present in the chamber. Bottom right: grey intensity scale.
Adapted fromRinaldi et al, Chem. Phys. Lett.,1997,274:29,
with permission of Elsevier

detector

molecular 
beam

CB

gas cell

IA(0) = v CA
IA( z,CB)

z1 z2

detectorCB
⋅ ∆

Figure 20.1 Schematic view of the beam attenuation of a
molecular beam,with intensity IA, inagas cellwith targetB.
The intensity is given IA ¼ vCA

Figure 20.3 Semi-log plot of the Ca* beam attenuation
as a function of the beam path. The ordinate corresponds
to the B versus A signal of Figure 20.2. Adapted from Rinaldi
et al, Chem. Phys. Lett., 1997, 274: 29, with permission of
Elsevier
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collide with the B species. In other words, if the beam

is made up of calcium atoms, for example, they will

not have the same probability of colliding with an He

atom as with a benzene molecule. This parameter,

which for given IA and CB measures the probability

that the A–B collision takes place, is called the colli-

sion cross-section �AB. Introducing it in the above

equation, we can now write for the intensity loss

�dIA ¼ �ABIACB dl

which after integration leads to

IAðlÞ ¼ IAð0Þ expð��ABCBlÞ

Clearly, only a fraction of all collisions between

Cað3PJÞ þ CH3I will lead to a reaction, that will pro-

duce CaI and, consequently, the reactioncross-section

�R is undoubtedly smaller than �AB.

At this point the question arises about whether it is

possible to determine �R. As a rule the answer is

negative, but a few exceptions are also possible. Sup-

pose, for example, that we add N2O gas; then the

following reaction will take place:

Ca� þ N2O! CaO� þ N2

and the excited product CaO* can be detected. As a

result, the CaO* intensity can then be expressed by

dICaO� ¼ �RICa�CN2O dl

Thus, taking into account that

ICaO� ðl ¼ 0Þ ¼ 0

and that

ICa� ðlÞ ¼ ICa� ð0Þ expð��attcN2OlÞ

one obtains after integration

ICaO� ðlÞ ¼
�R

�att

½ICa� ð0Þ � ICa� ðlÞ�

This relation proves that one can indeed determine the

total reaction cross-section in absolute values from

direct measurements of both beam attenuation and

product formation intensities.

The key point is that the new parameter to charac-

terize the chemical reaction under non-equilibrium

conditions is the total reaction cross-section �R,

which measures the effective area inside which the

collision is reactive. Outside this area, either the prob-

ability for a collision is zero or (if it occurs) it is not

reactive.

For a detailed understanding of the chemical reac-

tion at the molecular level chemists need to know not

only the total reaction cross-section, but also the so-

called differential (solid angle) reaction cross-section

�Rð�; �Þ. In general, when two particles collide and

react, the product can scatter in any direction, or

scattering angle, with respect to the reagent’s direc-

tion of approach. Thus, the differential reaction cross-

section characterizes the angular dependence of the

reaction cross-section. It measures the probability of

product formation per unit of solid angle, i.e.

�Rð�; �Þ ¼
d2�

do2

where do2 ¼ sin � d� d�. Thus, the quantity

�Rð�; �Þ sin � d� d� can be regarded as the reactive

area for products scattered in the angular range

�! �þ d� and �! �þ d�.

Obviously, the total reaction cross-section can be

obtained by integration of the differential reaction

cross-section:

�R ¼
Z2�
0

Z�
0

d2�R

do2
sin � d� d�

Normally,one assumes that thedifferential reaction

cross-section does not depend on the azimuthal angle.

Hence, one takes advantage of the axial symmetry

of the collision and works with differential cross-

sections integrated over�. Thus, one uses the element

of solid angle do ¼ 2� sin � d�:

�R ¼
Z
�Rð�Þ do ¼ 2�

Z�
0

�Rð�Þ sinð�Þ d�

Thus, we will use the (�-integrated) differential

solid angle cross-section �Rð�Þ given by �Rð�Þ ¼
d�ð�Þ=do. This cross-section is the most-used

and the one normally referred to as differential

solid-angle cross-section. For some types of study
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one also uses the so-called differential (polar) cross-

section. This is given by d�/d� and it is obtained by

multiplying the previous solid angle cross-section by

sin �:

d�ð�Þ
d�
¼ 2��Rð�Þ sin �

This polar cross-section is not given per unit of solid

angle and just represents the contribution to �R from

any polar angle � by integrating over the azimuthal

angle.

The advent of modern technologies, like lasers and

molecular beams, makes it possible to select reactants

in a given quantum state and to probe products in a

specific quantum state. Thus, we can measure the

state-to-state reaction cross-section �if . It measures

the reactive area for a species in the initial i state

forming a product that departs in a final f quantum

state. Likewise, we can also define the state-to-state

differential cross-section �if ð�Þ, which measures the

reactivearea that a reactant in state i forming a product

in a final state f that scatters in the unit of angle solid

around the �-direction.

Most of the studies carried out to date have focused

on triatomic systems, in the form of bimolecular

reaction between an atom A and a molecule BC, at

given vibrational and rotational states labelled v and J

respectively. Thus, one can write

Aþ BCðv; JÞ ! ABðv0; J0Þ þ C

In such cases, the state-to-state cross-section charac-

terizes the total reaction cross-section dependence

on the specific v, J of the reactant and the specific

v0; J0 of the product.

Figure 20.4 illustrates schematically the differen-

tial cross-section versus the state-to-state differential

cross-section for an atom–diatom molecule.

20.3 The connection between
dynamics and kinetics

The link between the state-to-state reaction cross-

section r at a given relative velocity and the thermal

rate constant k(T) at a given temperature requires two

steps: (a) the connection between the state-to-state

cross-section and the specific state-to-state rate con-

stant kijðvÞ; (b) the Boltzmann averaging of these

specific state-to-state rate constants kij over the

thermal population of the reagents’ states. Let us

derive both.

In the same way as we established the reaction

rate for the bimolecular reaction Aþ BC, given by

r ¼ k½A�½B�, one can write for the initial state i to final

state f reaction rate rijðvÞ for the reactant approaching

at relative velocity v:

rijðvÞ ¼ kijðvÞ½A�½BCðiÞ�

where [BC(i)] is the concentration of BC molecules in

state i. In simple collision theory, the product v�ijðvÞ
represents the reactive volume swept out per unit of

dσ
dω

Differential cross section:

A BC

C

AB

θ

θ

State-to-state 
differential cross section: 

( with i ≡ v′′,J′′; f ≡ v′,J′ )

dσ  (θ, )
(θ, ) =

dω
if

if
E

Eσ

(θ, ) =Eσ

A BC(v′′,J′′)

C

AB(v′,J′)

Figure 20.4 Schematic representation of the Aþ BC!
ABþ C collision at a specific scattering angle �. Top:
differential cross-section; bottom: state-to-state differen-
tial cross-section
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time and it is equated tokðvÞ, the specific rate constant,

i.e. the rate constant at a given relative velocity. Simi-

larly, we can define the specific state-to-state-rate

constant kijðvÞ as the rate constant for the bimolecular

reaction Aþ BCðiÞ ! ABðf Þ þ C at a given relative

velocity. Thus, the volume v�if ðvÞ corresponds to the

reactivevolume swept out per unit time by reactants in

state i forming product in state f.

The thermal state-to-state rate constant kif ðTÞ is

specified at a fixed temperature, and it is obtained by

averaging over the Maxwell–Boltzmann distribution

of relative velocities f ðvÞ given by

f ðvÞ ¼ 4v2ffiffiffiffiffiffiffiffi
�a3
p expð�v2=a2Þ where a ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBT=�

p
kB is the Boltzmann constant and � the reactant

reduced mass. Thus, one can write for kif ðTÞ

kif ðTÞ ¼
Z1
0

kif ðvÞf ðvÞ dv

The next step is to obtain the state-averaged thermal

rate constant kiðTÞ; by summing over all possible final

states, one can then write

kiðTÞ ¼
X
f

kif ðTÞ

The final thermal rate constant kðTÞcan be obtained

by summing over the thermal population of the

reagents’state. In other words, kðTÞ is given by

kðTÞ ¼
X
f

piðTÞkiðTÞ

wherepiðTÞdenotes the normalized Boltzmann popu-

lation of state i at a temperature T ; pi is given by

pi ¼
N1

N
¼ gi expð�Ei=kTÞ

Zint

where Ei is the energy of state i, gi its degeneracy and

Zint is the reactant molecular partition function for the

internal degrees of freedom.

In molecular beam reaction dynamics, very often

one only considers the ground state as the most

populated, in part due to the extensive cooling of

supersonic expansions. So, if one takes only the

ground-state population, the relationship between

the rate constant and the reaction cross-section

simplifies to

kðTÞ ¼ 1ffiffiffiffiffiffi
��
p

2

kBT

� �3=2Z1
0

�0ðEÞE expð�E=kTÞ dE

where �0ðEÞ is the ground-state reaction cross-

section dependence on the reactant collision energy

E ¼ 1
2
�v2.

20.4 Basic concepts of potential
energy surfaces

Concept of interaction potential

From a theoretical point of view, in the study of

atom–atom or atom–molecule collisions one needs

to solve the Schrödinger equation, both for nuclear

and electronic motions. When the nuclei move at

much lower velocities than those of the electrons

inside the atoms or molecules, both motions

(nuclear and electronic) can be separated via the

Born–Oppenheimer approximation. This approach

leads to a wave function for each electronic state,

which describes the nuclear motion and enables us

to calculate the electronic energy as a function of

the internuclear distance, i.e. the potential energy

VðrÞ. Therefore, VðrÞ can be obtained by solving

the electronic Schrödinger equation for each inter-

nuclear distance. As a result, the nuclear motion,

which we shall see is the way chemical reactions

take place, is a dynamical problem that can be

solved by using either quantum or classical

mechanics.

Diatomic potentials

Figure 20.5 shows some typical examples of diatomic

potentials, in this case for the H2 molecule. Generally

speaking, one can have two types of potential:
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1. Repulsive potentials have a negligible minimum

whose magnitude is not higher than a few tens of

kilojoules per mole. A good example of this type of

potential is the interaction between two rare-gas

atoms, each one in its electronic ground state.

2. Attractive potentials normally occur between two

atoms where at least one has unpaired electrons.

An example is shown in the lower part of

Figure 20.5. The key feature of the potential is

the presence of a considerable minimum of the

order of a few hundred kilojoules per mole, at

internuclear distances between 0.1 and 0.2 nm.

These attractive interactions are responsible for

chemical bonds.

Triatomic potentials

The interaction potential VðrÞ for a diatomic AB

system, where r is the A � � �B separation distance,

varies with A � � �B distance and, therefore, can be

represented in 2D diagram. For a triatomic ABC

system, for which the simplest to study is the reaction

Aþ BC! ABþ C, the situation is much more com-

plicated. Now V is a function of three variables

rAB; rBC and ffABC, i.e. the AB and BC distances

and the ffABC angle. This results in a four-dimen-

sional energy diagram, which cannot be visualized

easily. One way to circumvent this difficulty is to fix

one variable, for instance the ffABC angle, so that the

energy diagram is reduced to a 3D one. Typically,

chemists work by adopting a fixed ffABC angle of

180	. The plots ofVas a function of A � � �B and B � � �C
distance, for a fixed angle, are normally called PESs.

An example is shown in Figure 20.6.

The bottom part of the figure is the same PES,

but now depicted in the form of a contour map.

Here, the distinct lines represent the equipotential

lines. Let us have a close look at the top part of the

Figure 20.5 Potential curves for the states of H2 that are
formed by combination of the two hydrogen atoms in their
1s 2S1/2 ground state. Reproduced from Smith; Kinetics and
dynamics of elementary gas reactions, 1980,withpermission
of Elsevier

Figure 20.6 Top: 3D PES for the collinear reaction
Aþ BC! ABþ C. Bottom: contour diagram for the surface
shown at the top. Adapted from González Ureña; Cinetica
Quimica (2001)
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figure. To the left, the rBC is so large that the

potential energy represents the ABþ C products,

i.e. it is basically the diatomic AB potential. Simi-

larly, to the right (AB distance) the situation cor-

responds to that of Aþ BC reactants. These two

configurations correspond to those of products and

reactants for the Aþ BC! ABþ C chemical

reactions. Clearly, a motion through the surface

can represent this ‘chemical change’, from the

right to the left valley. The two valleys are sepa-

rated by an intermediate region, around the config-

uration denoted by the 6¼ symbol; this is called the

saddle point. The molecular configuration at this

point is called transition state. Furthermore, the

motion marked by a dashed line, which follows

the minimum energy configurations, is called mini-

mum energy path. A cut of the surface along this

path is known as the reaction profile. Figure 20.7

depicts several types of reaction profile, depending

upon the reaction exothermicity. Those configura-

tions located around the saddle point (i.e. at or near

6¼) are called activated complexes.

Not all PESs are of the type shown in Figure

20.6; for example, Figure 20.8 displays a different

PES in which a potential well is encountered in the

intermediate region, instead of a maximum as in

Figure 20.6. The potential well provides the exis-

tence of a collisional complex (ABC){ that might

even be detected experimentally, as it may survive

for an average duration of the order of picose-

conds. In contrast, when the well is not present,

the activated complex lives no longer than a

few tens of femtoseconds. In this case, detecting

a collisional complex is more difficult and it

would require the use of more sophisticated meth-

ods, e.g. laser spectroscopy utilizing femtosecond

lasers.

To conclude this section, the upper panel of

Figure20.8displaysanon-reactive triatomicpotential

characteristic of the Aþ X2 ! Aþ X2 system, in

which AX does not form a stable bond. This type of

potential surface is ideal for studying translational-to-

vibrational energy transfer, i.e. the elastic scattering in

reactants

u

products

Reaction coordinate

( ≠ )

Figure 20.7 Several types of energy profile. Top: thermo-
neutral reaction; middle: exothermic reaction; bottom:
endothermic reaction

Figure 20.8 Contour maps of different PESs. Top: non-
reactiveatom–diatompotential.Bottom: reactivepotential
showing the presence of a potential well that may facilitate
the formation of a collision complex
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the Aþ X2 collisions, and the Xþ Xþ A!X2 þ A

atomic recombination with A as a third body.

20.5 Calculating potential energy
surfaces

As pointed out earlier, to calculate the PES for a

given system requires a solution of the Schrödinger

equation, which is a difficult task even for the simplest

Hþ H2 ! H2 þ H prototype three-electron system. In

general, the methods currently used to calculate PESs

can be classified in the following three major categories:

1. Ab-initio methods. These solve the Schrödinger

equation with the highest accuracy possible.

2. Semi-empirical methods. Normally, they use

ab initio theory, but the theory is adjusted to fit

known experimental results from spectroscopy or

kinetic data.

3. Empirical methods. These build the PES using

models and formulae whose parameters are opti-

mized by fitting the surface to empirical data.

In the following part of this section, a short

description of each category, with examples, is

presented. For a more detailed insight into these

methods, specialized books and monographs are

available (see the Further Reading list at the end

of the book).

Ab initio methods

They are based on solving the Schrödinger equation

Heðr;RÞ eðr;RÞ ¼ EðRÞ eðr;RÞ

whereHe represents the electronic Hamiltonian of the

system for a fixed nuclear configuration, i.e. He con-

tains no contribution associated with the nuclei

motion, and r and R represent all electron and nuclei

coordinates respectively.  eðr;RÞ is the system wave

function and E(R) is the energy eigenvalue of the He

operator.

Treatments based on the London equation

London (1929) suggested an expression for the

energy E of a triatomic system that was an exten-

sion of the earlier Heitler–London formula for

that H2 molecule, given by (London and Heitler,

1927)

E ¼ Q
 J

1þ S2

Here,Q, J and S are integrals of combined 1s orbitals.

Q is the coulombic, J the exchange and S the overlap

integral. The Heitler–London expression is often

approximated neglecting the overlap S term, such

thatE � Q
 J. Here,Qþ J is the H2 bonding orbital

and E � J is the H2 antibonding orbital. Thus, the

London expression for the ABC triatom adopts the

form

E ¼ Aþ Bþ C 

�

1
2
ða� bÞ2 þ ðb� gÞ2

þ ðg� aÞ2�1=2

in which A and a are the coulomb and exchange

integrals respectively for the BC pair; B and b are

the same for AC, andC and g for AB. Though London

gave no proof of his equation, it was demonstrated that

it is valid for 1s electron systems.

The hydrogen exchange reaction Hþ H2 !
H2 þ H is the simplest of all neutral reactions. It can

be studied experimentally using isotopes (Dþ H2 !
DHþ H) or ortho- and para-H2, i.e. Hþ para-H2 !
ortho-H2 + H. In para-H2 the nuclear spins are anti-

parallel; in ortho-H2 the nuclear spins are parallel.

Eyring and Polanyi (1931) carried out the first quan-

tum-mechanical calculation of the H3 potential sur-

face, but the remarkable fact is that it was not until

1965 that Kuntz, Nemeth and J.C. Polanyi using

the London equation calculated the PES for H3. In

contrast, an extensivebody ofdata from crossed-beam

reaction studies and modern and accurate ab initio

calculations (see below) demonstrate that there is no

potential well but a saddle point on the H3 energy

surface.

The first accurate fully ab initio PES was only

published in the late 1970s, now typically denoted
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as the Liu–Siegbalm–Thrular–Horowitz (LSTH)

PES; it is constructed by parameterization (developed

by Truhlar and Horowitz (1978, 1979) of ab initio

calculations made by Siegbahn and Liu (1978). This

LSTH PES is shown in Figure 20.9.

Figure 20.10 shows the PES along the minimum-

energy path for the Hþ H2 reaction in a collinear

configuration (the PES is that depicted in Figure 20.9).

The barrier height of 10 kcal mol�1 (equivalent to

about 0.4 eV) is remarkably inferior to the

100 kcal mol�1 required to break the H2 bond. This

is a general feature of bimolecular concerted reac-

tions. Their activation energies are only a fraction of

the energy needed to break the bond because the

formation of the new bond substantially compensates

the breaking of the old bond.

Another bimolecular reaction for which extensive

ab initio calculations are available is that of Fþ H2 !
FHþ H. Figure 20.11 shows a potential energy sur-

face for this reaction, as well as its reaction barrier

along the minimum energy path for an approach angle

of 180	. A more recent calculation on this reaction has

shown that the transition state reaction is bent rather

Figure 20.10 PESalongthereactionpathforthecollinear
H3configuration.AdaptedfromLiu,J.Chem.Phys.,1973,58:
1925, with permission of the American Institute of Physics

Figure 20.11 (a)Potential-energycontourmapforthecollinearreactionFþ H2 ! HFþ H.(b)Barrierheightforthisreaction.
Adapted from Bender et al, Science, 1972,176: 1412, with permission of AAAS

Figure 20.9 Ab initio LSTH potential energy contour map
for H3 in its collinear configuration. The minimum-energy
path is indicated by the dashed line

20.5 CALCULATING POTENTIAL ENERGY SURFACES 277



than linear, with a barrier that is 0.4 kcal mol�1

less than that of a linear configuration (see Schatz

et al. (1973)).

Semi-empirical methods

One of the first semi-empirical methods developed

for potential energy calculations is the London,

Eyring and Polanyi (LEP) method. The basic

approximations are:

1. The overlap integral S is neglected in the London

equation.

2. For each pair, the Morse potential is used for the

total energy:

E � Deðe�2bx � 2e�bxÞ

in which x ¼ r � re, i.e. the displacement of r, the

internuclear distance, from its equilibrium value

re.De is the dissociation energy and b is the Morse

parameter, given by

be ¼ �oeð2�=DeÞ

where oe is the harmonic frequency of the oscil-

lator whose reduced mass is �.

3. For each pair, the coulomb and exchange integrals,

i.e. A and a for BC, etc., are considered to be a

constant fraction of the total energy of the corre-

sponding diatomic pair.

Sato modified the LEP method, and the resulting

semi-empirical method is known as LEPS. Sato uses

the Morse potential for the attractive potential. For the

repulsive potential one uses the expression

Er ¼
De

2
ðe�2bx þ 2e�bxÞ

This expression is used for Q� J, and the Morse

potential for Qþ J. As a result, the London energy

can be estimated. Finally, the total potential energy

E is calculated by

E ¼ 1

1þ S2
ELondon

in which S is the overlap integral. The LEPS method

gives PESs without wells, but it overestimates the

potential energy barriers.

Empirical methods

There are many empirical methods available to calcu-

late potential energy surfaces. For brevity, we shall

consider only one of the most representative, the so-

called bond energy–bond order (BEBO) method. This

method calculates the potential energy changes exclu-

sively along the reaction path. The method relies on

the assumption that along the reaction path the bond

order is always unity. Thus, one of the most used

relations is that of Pauling, given by

r ¼ rS � 0:26 ln n

where r is the bond distance and rS is that of a single

bond (i.e. the value when n ¼ 1). Thus, for a given n

one can calculate r, and the bond energy can also be

obtained from the following empirical formula:

D ¼ DSn
p

in whichDS is the bond energy for a single bond (when

n ¼ 1) and p is a constant. Since the BEBO method

uses empirical relations from outside the field of

kinetics, it is also viewed as a semi-empirical method.

The BEBO method has been very successful in calcu-

lating barrier heights, which are close to experimental

activation energy values.
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21
The Molecular Beam Method: Basic

Concepts and Examples of

Bimolecular Reaction Studies

21.1 Basic concepts

What is a molecular beam?

A molecular beam is a collimated ensemble of mole-

cules travelling in a collisionless regime through an

evacuated chamber.The beam canbedirected towards

another beam, a gas cell or a surface. In general, the

scattering produced from these interactions provides

information about intermolecular forces, energy

transfer or the dynamics of a chemical reaction either

in the gas phase or gas–surface interaction.

Of particular interest is the so-called crossed-beam

method to study the dynamics of elementary reactions

a field, in which D.R. Herschbach and Y.T. Lee were

awarded the 1986 Nobel Prize in Chemistry for their

fundamental development work. A key feature of the

crossed-beam technique is to work under single colli-

sion conditions (see below). J.C. Polanyi shared the

1986 Nobel Prize in chemistry for his contribution in

the study of the dynamics of elementary reactions

using other methods, such as chemiluminescence

and dynamical calculations.

Effusive beams

The process leading to the generation of effusive

beams is relatively simple. An oven contains the

material of which the beam is formed (in the early

days it was mainly an alkali metal). The oven is

connected to the vacuum through a hole or slit in

such a way that the mean free path l inside the oven

is long compared with the diameter d of the orifice.

This condition is often expressed in terms of the

so-called Knudsen number Kn as

Kn � 1

in which Kn¼ l/d and l ¼ 1=
ffiffiffi
2
p

n�, and where � is

the collision cross-section andn is the particle density.

Under these conditions, the flow Q through the oven

orifice is given by the impingement rate Ion the orifice

area A as follows:

Q ¼ IA ¼ 1
4
n�vA ¼ pAffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�mkBT
p

in whichpandTare respectively the oven pressure and

temperature,m is the mass of the particle and kB is the

Boltzmann constant.

The spatial (angular) distribution of the beam inten-

sity I(�) departing from the oven orifice follows that

of a Maxwell–Boltzmann distribution of molecules

striking on the orifice area, i.e. it follows a cosine

distribution given by

Ið�Þ ¼ pAffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�mkBT
p cos �

�
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Since the flux is the same in every element of the solid

angle, the angular distribution of molecules emerging

from the oven follows a cosine law, so that the beam

intensity at a given � and distance L is

Ið�; LÞ ¼ pAffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�mkBT
p cos �

�L2

Will the molecules travel in the beam at the same

velocity? First of all, the molecules impinging on

the oven orifice have a Maxwell–Boltzmann velocity

distribution given by

gðvÞ ¼ c
v2

a3
expð�v2=a2Þ

where a is the most probable velocity (2kBT=m) and c

is a constant. In addition, the number of molecules per

second that escape depends on their respective velo-

cities. Therefore, the molecular beam velocity distri-

bution f(v) is f ðvÞ � vgðvÞ, and it can be shown that it

is given by

f ðvÞ ¼ c
v3

a3
expð�v2=a2Þ

Generally speaking, the major drawbacks of effusive

beams are their low intensity, small angular confine-

ment (i.e. a cosine-law distribution), and poor energy

resolution because of their wide velocity distribution.

These disadvantages were overcome with the devel-

opment of supersonic molecular beams.

Supersonic molecular beams

If the oven orifice is reduced in diameter, typically a

small nozzle with diameter d < 100 mm, and the oven

pressure is increased so that the mean free path is

shorter than the nozzle diameter, i.e. Kn � 1, then

many collisions take place during the expansion to

vacuum, leading to hydrodynamic flow conditions.

Moreover, a significant transfer of momentum takes

place towards the beam propagation direction.

As shown in Figure 21.1 these ‘jets’ show little

spread in their velocities and exhibit intensities of

up to 103 greater than those of effusive ovens. In

addition, as the gas expands reversibly and adiabati-

cally, its temperature may reach a few Kelvin. These

jets are known as supersonic because their average

speed is greater than the speed of sound of the gas

molecules (i.e. molecules that do notbelong to the jet).

Figure 21.2 displays the basic features of a free jet

expansion. The central part of the flow constitutes a

Figure 21.1 Comparison of molecular and hydrodynamic
beam sources. M is the flow Mach number. Top: angular
distribution for a thermal oven (M ¼ 0), a nozzle (M ¼ 10),
and a channel beam (CB). Bottom: velocity distribution for
a thermal oven and anozzle beam; the curves are normalized
to the samemaximum intensity. Reproduced fromToennies,
inPhysical Chemistry,AnAdvancedTreatise, VI-A,1974 ,with
permission of Elsevier

Figure 21.2 Schematic diagram showing the flow from a
supersonic nozzle into a low-pressure region. Inside the
isentropic core, the flux is a reversible adiabatic expansion.
AdaptedfromHudson,SurfaceScience,1998,withpermission
of JohnWiley& Sons Ltd
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region in which gas is undergoing reversible adia-

batic expansion (isentropic region), often called

the zone of silence, as their properties are inde-

pendent of the ambient (background) pressure Pb.

In the isentropic region the gas overexpands,

increasing the Mach number M (see below) until

it is bounded by shock waves, namely the barrel

shock at its sides and the Mach disk shock normal

to the centreline. To obtain a supersonic beam

from the initial jet, a skimmer, consisting of a

conical nozzle, is used to select the central part

of the jet. Thus, the skimmer needs to be located

closer to the nozzle than the Mach disk shock

front.

Empirically, it has been found that the Mach disk

location XM, given in nozzle diameters, is

XM

d
� 0:67

P0

Pb

� �1=2

when energy conservation is applied to the supersonic

expansion. One can show that the mean flow velocity

u of the supersonic beam is given by

u ¼ 2g
g� 1

RT0

M

� �1=2

where g is the specific heat ratio g � cP=cv,R is the gas

constant,T0 is the oven temperature andM is the molar

mass of the gas. See Box 21.1 for details.

Box 21.1

Principles of supersonic beams

In the supersonic expansion, the behaviour of the

gas can be characterized by a parameter called

the Mach number M, defined by

M ¼ u

vs

wherevs is the speed of the sound in thegas, given

by

vs ¼
gRT
M

� �1=2

in which g is the specific heat ratio.

The key equation for the free-jet expansion

is the energy balance (first law of thermody-

namics). For the system under consideration

one can write

hþ u2

2
¼ h0

whereh0 is the stagnation enthalpy per unit mass.

We use enthalpy instead of internal energy

because the flow is driven by a pressure gradient

that exerts the flow work. Obviously, the gas

cools as it expands, the enthalpy decreases and

the mean velocity increases. For an ideal beha-

viour dh ¼ cp dT and the formula can be

expressed as

u2 ¼ 2ðh0 � hÞ ¼ 2

Z T0

T

cp dT

If cp is constant over the range T0 to T, then one

obtains u2 ¼ 2cpðT0 � TÞ. For an ideal gas

cp ¼
g

g� 1

R

M

and if one approximatesT0 � T � T0 (i.e. thegas

cools significantly in the expansion), then one

can write

u1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2g
g� 1

RT0

M

s

For ideal gas mixtures one uses the molar aver-

age heat capacity

cp ¼
X
i

xicpi ¼
X
i

gi
gi � 1

:R

and the molar average molecular weight

�M ¼
X
i

ximi

where xi is the molar fraction of the component i.
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Imagine we investigate a chemical reaction whose

stoichiometry is the following

A2 þ B2 ! 2AB

This reaction may take place via the following

mechanism

A2 þ B2 !
A � � � B

..

. ..
.

A � � � B

! 2AB

which is an example of the so-called four-centre

mechanism consisting of one step only. The chemical

reaction may also proceed via a two-step mechanism,

as follows:

A2 þ B2 ! A2Bþ B ð1stÞ
Bþ A2B! 2AB ð2ndÞ�����������������������������������
A2 þ B2 ! 2AB

It can be demonstrated that, under steady-state con-

ditions, the rate law for both mechanisms can be

written as

d½AB�
dt
¼ kexp½A�½B�

In other words, the simple determination of the rate

law does not allow us to conclude which of the two

mechanisms is the correct one. This is why, in chem-

istry, experimental techniques are needed to elucidate

whether or not a given reaction is an elementary

chemical reaction.

There are several methods to achieve this goal, but

one of the most important is the crossed-beam tech-

nique, in which two atomic or molecular beams

collide inside a vacuum chamber, as illustrated in

Figure 21.3, under single collision conditions.

In order to illustrate this technique better, we could

take the experiment of two beams with a crossing area

of the order of 3 mm� 3 mm as an example. If we

assume a typical particle density value 1013 cm�3,

then the resulting mean path length will be

l ¼ 1

n�
¼ 1

1013
molecules

cm3
� 100� 10�16 cm2

¼ 10 cm

Here, we have used a cross-section value of 100 Å2¼
100� 10�16 cm2. At this point we have to find the

probabilityP for a collision within the 3 mm of length

of the crossing area. P is given by

P ¼ 0:3 cm

10 cm
¼ 0:03; i:e: 3 per cent

Consequently, the probability of a double collision

will beP�P¼ ð0:03Þ2¼ 9�10�4 	 1%, i.e. multi-

ple collisions can be ruled out. If the collision under

study were that of A2þ B2 and that the product

molecule AB was observed, we could conclude that

the chemical reaction is an elementary one because

AB was produced in only one collision.

The crossed-beam technique is a very powerful

tool to investigate the dynamics of chemical reactions

in the gas phase, in clusters and at surfaces. In this

chapter we will study bimolecular reactions with the

reactant state being prepared, or the product being

probed by lasers.

beam
source

beam
source

collimator

scattering
centre

beam 2

α

detector

beam 1

collimator

Figure 21.3 Schematic view of a differential crossed-beam apparatus. The two beams collide at 90
 and the product
detector rotates within the plane of the beams
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21.2 Interpretation of spatial
and energy distributions:
dynamics of a two-body
collision

In an elastic collision there is no energy transfer.

The only observable is the scattering. A resumé of

two-body collision dynamics is given in Boxes 21.2

and 21.3. Note that the scattering angle� is calculated

for a given potential, collision energy and impact

parameter. Note also that for mono-energetic particles

the collision geometry of the scattering particles,

i.e. their angular kinetics, can be extracted from a

so-called Newton diagram (see Box 21.4 for an

example).

Box 21.2

Laboratory to centre-of-mass transformation

Let us consider two particles with laboratory

coordinates r1(t) and r2(t), velocities v1 and v2,

and masses m1 and m2. The velocity and coordi-

nate of the centre of mass (CM), VCM and R, are

given by

VCM ¼
m1

M
v1 þ

m2

M
v2

and

R ¼ m1

M

� �
r1 þ

m2

M

� �
r2

where M ¼ m1 þ m2.

On the other hand, the interparticle distance r

and relative velocity v can be expressed as

r ¼ r1 � r2

and

v ¼ v1 � v2

Thus, using the above relations, the kinetic ener-

gy E and angular momentum L adopt the form

E ¼ 1
2
m1v

2
1 þ 1

2
m2v

2
2 ¼ 1

2
MV2

CM þ 1
2
�v2

and

L ¼ mðr1 ^ v1Þ þ ðr2 ^ v2Þ ¼ �r ^ v

where � is the reduced mass of the two particles.

Under no external forces, VCM is uncha-

nged. In addition, since the intermolecular

potential is a function neither of R nor of the

system total orientation, the motion of the

CM can be eliminated because it is a constant.

As a result, we have transformed the motion of

the two particles with masses m1 and m2 into

the motion of just one particle with mass �,

kinetic energy (1/2)�v2 and angular momen-

tum L around the scattering centre located at

r ¼ 0.

The velocity diagram formed by the

laboratory and CM velocities is called

Newton diagram; Figure 21.B1 shows an

example.

VBC

Vr

θ

VAB

UAB

A + BC AB + C

VA

Vc.m.

Θ

c.m.

Figure 21.B1 Newton diagram showing the labo-
ratory and centre-of-mass velocities for a two-body
collision
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The motion equations for the energy conser-

vation can be written in polar coordinates in

the form

Etotal ¼ constant ¼ EkineticðinitialÞ ¼ 1
2
�v2

¼ T þ VðrÞ ¼ 1
2
�_r2 þ 1

2
�r2 _j2 þ VðrÞ

where the period above the variable signifies the

time derivative. Before and after the collision,

VðrÞ ¼ 0 and the total energy E is equal to the

initial kinetic energy.

During the collision, V(r) and the kinetic

energy T change. However, the angular momen-

tum remains constant and can be written as

L ¼ r ^ l � r
The perpendicular component of r is r _j; con-

sequently, L ¼ �r2 _j. On the other hand, before

the collision one finds L ¼ �vb, where b is

the so-called impact parameter. It is defined as

the minimum distance of approach of the two

particles if there were no interaction potential

between both particles. Hence, one can get from

the last two expressions

_j ¼ bv

r2

which can be substituted in the energy equation

to obtain

E ¼ 1

2
�_r2 þ Eb2

r2
þ VðrÞ

¼ 1

2
�_r2 þ L2

2�r2
þ VðrÞ þ cte

where L2=2�r2, or Eb2=r2, is called the centrifu-

gal energyand represents the rotational energyof

the colliding particles.

Very often, both the terms centrifugal energy

and the interparticle potential are grouped in the

so-called effective potential Veff:

Veff � VðrÞ þ Eb2

r2
¼ VðrÞ þ L2

2�r2

As L is constant, has to diminish if r increases.

Thus, because the conservation of the total

energy, an increase in the angular (centrifugal)

part of the energy must be compensated for by a

reduction on the radial and/or potential energy,

and vice versa.

Box 21.3

Classical trajectory formula

The time derivatives of theL andE equations can

be eliminated to obtain

�r2 _j ¼ �vb

and

1
2
�r4 _j2 ¼ Eb2

In addition, one has

1
2
�_r2 ¼ E � Eb2

r2
� VðrÞ

Dividing the last two equations, and after some

algebra, one obtains

r2 _j
_r

� �
¼ � b

1� b2

r2
� VðrÞ

E

� �1=2

or, equivalently:

dj
dr
¼ _j

_r
¼ � b2

r2 1� b2

r2
� VðrÞ

E

� �1=2
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The plus/minus sign corresponds to that of the

radial velocity being positive when the parti-

cle approaches, and vice versa. The distance

of minimum approach (for a finite potential

energy; do not confuse with the impact para-

meter) ro is called turning point. It can be

obtained by solving

E ¼ VðrÞ þ Eb2

r2
o

The classical trajectory can be obtained by inte-

grating the above equation. It can be shown that

the trajectory is symmetrical with respect to a

r ¼ ro. Thus, the scattering angle � is given by

� ¼ �� 2jo

with

jo ¼
Z1
r

dj
dr

dr

That, after substitution, leads to the classical

expression

� ¼ �� 2b

Z1
r0

r�2 1� b2

r2
� VðrÞ

E

� ��1=2

dr

For a given potentialV(r), the trajectory is only a

function of E, b and ro; the scattering angle

provides important information on the forces

controlling the collision

Box 21.4

How to determine angular distributions from Newton diagrams

Let us assume that the two particles A and B

have the same mass and laboratory velocities.

What would be the laboratory angle at which

the adduct AB is formed if the two beams

collide at a right angle? The solution is as

follows.

The Newton diagram of the collision, i.e.

the diagram formed by the laboratory and

centre-of-mass velocities, is similar to that

shown in Figure 21.B1 (see Box 22.1), but

with both laboratory velocities identical, i.e.

vA ¼ vB.

The velocity of the centre of mass VCM can be

written as

VCM ¼
mA

m
vA þ

mB

m
vB ¼ v

where mA and mB are the masses of A and B

respectively; m ¼ mA þ mB, and thus we have

identified the identical particle velocities

vA ¼ vB � v.

The two components of the centre-of-mass

velocity vx and vy would be

vx ¼
mA

m
vA ¼

1

2
v and vy ¼

mB

m
vB ¼

1

2
v

where particle A travels along the x-axis and

particle B along they-axis, as displayed in Figure

21.B1. Therefore, if we take the A beam direc-

tion as 0
, the angle b at which the adduct would

appear is

b ¼ arctan
vy

vx
¼ arctan

1=2v

1=2v
¼ 45


Thus, for this simple crossed-beam experiment,

the product angular distribution of AB in the

laboratory angle would exhibit a sharp peak

centred at 45
.
Actually, in a real experiment, the width

of the angular distribution would depend on the

velocity spread of both beams and other broad-

ening factors, such as the finite size of the colli-

sion volume, as well as the detector angular

resolution.
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Collision cross-sections

For a given collision the energy can be well selected

(from a practical point of view); unfortunately, this is

not the case for the impact parameter. Thus, in order

to compare experiments with theory, one needs to

calculate first �(b) and then to average all trajectories

within the same b that can contribute to this specific

scattering angle. Let us consider this matter in more

detail.

A closer look at any collision indicates that the

impact parameter is randomly distributed in a

perpendicular plane to the relative velocity, as

displayed in Figure 21.4. Hence, the probability

of a collision having an impact parameter between

b and bþ db is proportional to the ring area

2�b db. On the other hand, conservation of the

number of particles ensures that all particles enter-

ing the ring area 2�b db are scattered within the

solid angle do extended between � and �þ d�.

Thus, the number of particles dn entering into the

area will be

dn ¼ Io�bjdbj

where Io is the incident density flux.

Let us assume a unique relationship between � and

b (see below for other cases). Then, the differential

cross-section �(�, E) is defined by

Io�ð�;EÞ do ¼ number of particles scattered per

unit of time into the solid angle do

and is specifiedby the angle j�j ¼ �;�ð�;EÞ is in fact a

scattering intensity per unit of solid angle. Now par-

ticle conservation allows us to write

Io2�bjdbj ¼ Io�ð�;EÞ do

from which

�ð�;EÞ ¼ 2�b db

do
¼ 2�b db

2� sin � d�

����
����

or

�ð�;EÞ ¼ b

sin �
d�

db

����
����

When more than one b value contributes to the same

scattering angle �, the intensity increases and the

differential cross-section has to be written as

d�

do
¼ �ð�;EÞ ¼

X b

sin �
d�

db

�������
�������

The total cross-section is obtained by integrating the

differential cross-section:

�total ¼
Z2�
0

Z�
0

�ð�;EÞ sin � d� d� ¼ 2�

Z�
0

�ð�;EÞ sin � d�

Considering that

�ð�;EÞ ¼ 2� sin � d� ¼ 2�b db

one then finds

�total ¼
Z1
0

2�b db

which is the classical expression for the cross-section.

Figure 21.4 Scattering cone. The incoming particle
with impact parameter between b and bþ db is scattered
into the solid angle located within �þ d�
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In a simple-speaking manner, �total represents a

collision area; therefore, it only has a meaning

when there are two particles colliding. It measures

the probability that one of the particles is scattered

by the other in any direction �. Generally speaking,

we can define the total cross-section for the process

i! j as

�ij ¼

number of molecules that change

from i to j per unit of time

density of incident flux

Reaction cross-sections

This is a fundamental parameter to characterize a

chemical reaction. It is represented by the symbol

�R, and can be defined as follows. First, we realize

that, in a binary collision, not all collisions are

expected to be reactive, i.e. it must hold that �R < �
or d�R < d�. Consequently, �R/� measures the reac-

tion probability. Typically, one uses the so-called

opacity function P(b), which is the fraction of colli-

sions with impact parameter b that are reactive.

Hence, 0 � PðbÞ � 1, and one can write

d�R ¼ 2�bPðbÞ db

and

�R ¼
Z1
0

2�bPðbÞ db

Obviously, the reaction cross-section represents

the effective area for which the binary collision pro-

duces a chemical reaction. This parameter is neces-

sary for a molecular description of the chemical

reaction. It can be measured by laser and molecular

beam techniques applied to the study of chemical

reactions; it can also be calculated by using molecular

reaction dynamical theories. The reaction cross-

section depends, among other variables, on the colli-

sion energy, so that we may write this dependence as

�R ¼ �RðEÞ

which is known as the excitation function. The mini-

mum translational energyEo necessary for reaction to

occur is called threshold energy; it obeys the relation

�RðEÞ ¼ 0 E 	 Eo

�RðEÞ 6¼ 0 E > Eo

Note that the angular dependence of the scattered

products also needs to be included in the detailed

study of chemical reaction cross-sections. The form-

alism is similar to that given further above for a gen-

eral collision; a summary is provided in Box 21.5.

Box 21.5

Total and differential cross-sections

The total reaction cross-section�R represents the

reactive target area of the reactants, and for a

bimolecular Aþ BC! ABþ C reaction it is

defined as

�R ¼
FAB

nAnBCvR�V

where FAB� dNAB/dt is the total flux of product

AB particles, i.e. the total number of AB mole-

cules created per second in the collision volume

defined as �V; nA and nBC are the number den-

sities of A and BC andvR is their relativevelocity.

This reaction cross-section �R depends only on

scalar quantities, and, as was mentioned above, it

corresponds to the interparticle size inside which

any bimolecular collision gives rise to reaction.

The reaction cross-sections are generally func-

tions of the reagent kinetic energyET through the

so-called excitation function �R(ET).

The differential (solid-angle) cross-section

�Rð�;jÞ �
d2�R

do2
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contains the scattering angle dependence of the

reaction cross-section. Thus, one can write for the

flux of AB product scattered per unit time per unit

solid angle in the centre-of-mass direction (�,�)

FABð�; �Þ ¼ nAnBCvR�V
d2�R

do2

the differential cross-section d2�/do2 has

dimensions of area per unit of solid angle and it

can be written as

d2�R

do2
¼ �RPð�; �Þ

P(�,�) is the (normalized) probability density of

finding products scattered at polar angles �,�. In

practice it is not easy to measure d2�R/do2 and

normally one measures the product angular dis-

tributions of the scattered product. Thus, one

typically measures this angular distribution in

relative units without the need to know the reac-

tant concentrations or the collision volume.

For a spherically symmetrical potential there

is no azimuthal dependence of the scattered

intensity per unit solid angle. Thus, one can

work with the differential (polar) cross-section

d�/d�, which represents the fractional contribu-

tion to�R from any polar angle �, by integrations

over the azimuthal angle

d�R

d�
¼
Z2�
0

d2�R

do2
sin � d� ¼ 2�

d2�R

do2
sin �

Note that do ¼ 2�sin � d� (see also Section

20.2). Hence, the total cross-section is now

given by

�R ¼
Zn
0

Z2�
0

d2�R

d2o
sin � d� d� ¼

Zn
0

2�
d2�R

d2o
sin � d�

¼
Z�
0

d�R

d�
d�

In a similar manner as we did with d2�R/do2, one

can write

d�R

d�
¼ �RPð�Þ

whereP(�) represents the (normalized) probabi-

lity density to final products scattered at the polar

angle �.
Very often the experimental measurement of

the differential cross-section is limited to that of

P(�) whose shape is characteristic of the reaction

mechanism.

In a conventional crossed-beam experiment

(see below) one measures both the product

angle and velocity distributions; therefore, one

needs a tripled angle–velocity differential cross-

section d3�R=do2dv0 defined as follows

FABð�; �; �0Þ ¼ nAnBC�R�V
d3�R

do2 d�0

where FABð�; �; v0Þ measures the flux of AB

products that scatter at the polar angles �, �
whose velocities are within v0 and v0 þ dv0. Simi-

lar to the double-differential cross-section case,

we can introduce the probability density

Pð�; �; v0Þ given by

d3�R

do2 d�0
¼ �RPð�; �; �0Þ

Again, for a spherically symmetrical potential

with no azimuthal dependence of the scattered

intensity, one can write

d2�R

d� d�0
¼
Z2�
0

d3�R

do2 d�0
sin � d� ¼ �RPð�; v0Þ

where Pð�; v0Þ represents the probability of find-

ing products scattered at polar angle � and with a

velocity between v0 and v0 þ dv0. Of course, one

can also integrate the triple differential cross-

sections over the scattering angles to obtain the

product velocity distributionsPðv0Þ. Thus, one has

Z�
0

Z2�
0

d3�R

do2 d�0
sin � d� d� ¼ d�R

d�0
¼ �RPð�0Þ

Now Pðv0Þ represents the probability density for

finding products scattered over all angles but

with velocities between v0 and v0 þ dv0.
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21.3 Interpretation of spatial
and energy distributions:
product angular and velocity
distributions as a route
to the reaction mechanism

Adduct formation

When two atomic or molecular beams collide, as

displayed in Figure 21.5, one of the possible outcomes

is their recombination, forming an adduct, which

would then travel along the centre-of-mass direction

(see Box 21.4). In that case, the adduct formation

could be recognized by a sharp angular distribution,

as shown in the upper part of the figure.

The bottom part, Figure 21.5b, shows what is

believed to be the first example of such a two-

body recombination of particles, produced by the

molecular beam reaction of (CH3IÞn van der Waals

moleculeswith the alkali atoms, namelyKandRb (see

Ureña et al. (1975)); in the study, an adduct lifetime of

t > 1 ms was suggested. If we had to represent a

qualitative picture of the PES involved in this recom-

bination, then we would use an exothermic reaction

coordinate whose asymptotic difference would be the

adduct dissociation energy.

Long-lived and osculating-complex examples

It is very likely that the complex, once formed by the

molecular beam collision, does not live forever but

breaks up again within a few picoseconds; therefore,

we can only measure the reactive fragments. The

reaction coordinate will now show a well between

reactant and product. If such a collision complex

lives long enough to rotate many times, then it

would lose track of the memory of the reactant direc-

tion, as they come together; consequently, the frag-

ments would spread isotropically over the complete

solid angle, showing the typical distribution displayed

in Figure 21.6, where the two structureless particles

case is shown.

This symmetric distribution is almost indicative of

a collision complex for which the a parameter is

defined as

a ¼ reaction time

rotation period
> 1

Since the isotropic distribution of the reaction pro-

ducts occurs in the plane of the collision, and since it

has cylindrical symmetry about the relative velocity

vector, the isotropic character leads to a non-uniform

distribution in space. As shown in the bottom of the

figure, the angular distribution shows a typical

forward–backward symmetry. As a result, there is

much more intensity near the poles (� ¼ 0; �) than

the equator (� ¼ �=2).

Figure 21.5 Adduct formation in the collision of parti-
cles A and B. (a) Velocity vector diagram for the A þ B
collision and the (conceptual) angular distribution of
the AB adduct, localized in the direction of the centre-
of-mass angle �cm. (b) Measured M � (CH3I)n>3 adduct
distribution for M¼ Rb and M¼ K; for details on the
crossed-beam measurement procedure, see González Ur-
eña et al (1975)
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What happens if a decreases? How can we imple-

ment this condition? Normally, this is possible either

by decreasing the collision time or by increasing the

rotation period of the complex. The easiest method is

to increase the collision energy. As a result, we face a

situation where the collision time is shorter than the

complex rotation period, and the symmetrical angular

distribution will thus lose its forward and backward

symmetry and will show that of the dashed line dis-

played in Figure 21.7 corresponding to the IF product

formed in the Fþ CH3I! IFþ CH3 reaction, when

the collision energy was increased up to 10 kJ mol�1.

This new angular distribution is said to be typical of an

osculating collision complex. Figure 21.7 shows two

typical trajectory calculations carried out for the

Fþ CH3I system at two different collision energies,

revealing in detail this shift in the collision time and

the complex character of the reactive collision as the

collision energy is increased.

Let us consider a statistical distribution of the

complex lifetimes. In that case, one can write the

probability of survival P(t) as PðtÞ � expð�t=tÞ,
where t is the complex lifetime.

The scattering angle, or the angle at which the

complex breaks into its fragments � can be designated

as � ¼ 2�t=T , where T is the rotational period. There-

fore, the product angular distribution is obtained from

that of the lifetime as follows:

Pð�Þ ¼ PðtÞ dt

d�
¼ expð��=tÞ with � ¼ 2�t=T

It is also interesting tonote that theP(180
)/P(0
) ratio

is given by exp(�T=2t) so that it can be used to

estimate the T/t value. From this t could be obtained

provided T is known.

V

L

Θ

f

Θ

I(Θ)

VA
'

VA
'

VA
'

VB

c.m.

VA

VA

VB

Figure 21.6 Top: vectorial representation of a two-
particle collision, A plus B, forming a collision complex,
which lives a long time compared with its rotational
period. In this case, the number of particles (products)
per unit of angle per unit of time is constant, i.e.
d _N=d�¼ constant. As a result, the differential cross-
section (per unit of solid angle) shows the shape dis-
played at the bottom of the figure, i.e. it exhibits a
backward–forward symmetry, as explained in the text.
Two examples of distinct solid angles are shown in the
middle panel

Figure 21.7 Solid line: angular distribution of the IF pro-
ductformedinthecollision.Dottedline:sameasforthesolid
line, but at ET ¼ 1:4 kcal mol�1 of collision energy. Repro-
duced from Farrar and Lee, J. Chem. Phys., 1975, 63: 3639,
with permission of the American Institute of Physics
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Direct reactions (typical examples)

If there is no well in the PES, then no collision com-

plex will be formed; consequently, the reaction

dynamics will be characterized by a direct mechan-

ism. For this type of reaction the intermediate lifetime

lies in the sub-picosecond time region. The fingerprint

of such a direct mechanism is a clear anisotropy of

the product angular distribution, as is shown in

Figure 21.8 for two typical reactions.

These two different forward and backward distri-

butions are representative examples of the so-called

stripping and rebound reactions respectively. Many

reactions, in particular those involving alkali atoms

with alkyl halides or halogens, belong to this type of

reaction.

A simple way to understand the connection

between the dynamics of the elementary Aþ BC!

ABþ C reaction and the shape of the product angular

distribution is to assume the final momentum of the C

product pc as the result of two contributions: the first

one is the momentum that C would have if no momen-

tum were transferred from the A � � �BC interaction. In

this case, by the conservation of linear momentum,

one would write

pc ¼
mc

mBC

pBC

where pBC is the BC momentum and mBC is the BC

mass. This limiting case is called the spectator strip-

ping model. If we take the A direction as 0
, then the

scattering angle will be close to zero. Essentially, one

would have forward scattering and most of the energy

released from the reaction would appear as vibrational

excitation of the product.

What would be the opposite situation to the

spectator model? It would be the case where the

final momentum of the C product is predominantly

determined by the momentum imparted from the

BC bond breaking. An example of this situation

would be that of a rebound of A, meaning a purely

repulsive reaction. In this case, there is a strong

contribution to pc from the repulsive energy

release of the BC breaking.

Now we can write pc ¼ gpBC þ I, where g is

mc/mBC and I is the impulse imparted during the

repulsive energy R, i.e. R ¼ I2=2�BC, where �BC is

the BC reduced mass. The fact that the impulse I

dominates the reaction dynamics does not determine

yet the final product angular distribution: the spatial

configuration of the A � � �B � � �C transition state

would need to be known. Let us elucidate this last

point. If we assume that the transition state is of linear

configuration, as if it corresponded to an abstraction

reaction, then the observed product angular distribu-

tion would be preferentially peaked in the backward

hemisphere. On the other hand, if the transition state

had a T-shaped configuration, as one would expect

for an insertion mechanism, then the impulse due to

the breaking of the BC bond would induce dominant

sideways scattering.

Not only the product angular distribution can be

determined, but also its recoil velocities. This type of

measurement, i.e. both the angular and velocity dis-

tribution of the reaction products, is currently made

using the universal crossed-beam technique in which

a rotatable electron-impact mass spectrometer is used

Figure 21.8 Angular differential reaction cross-section
distributions d�R/d� of the KI product generated in the
reactions Kþ I2 ! KIþ I (top panel) and Kþ CH3I!
KIþ CH3 (bottom panel), as described in Gillen et al.
(1971) and Rulis and Bernstein (1972). The integrated
total reactive cross-sections for the two reactions are �R;I2 ¼
125 Å2 and �R;CH3I ¼ 35 Å2 respectively
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for detection (see Lee et al. (1969)); see Figure 21.9

for a schematic view of the set-up.

In this apparatus, the recoil velocity of the reaction

products is determined by the TOF method. Here, one

measures the mass spectrometer signal at a given

mass f(t) as a function of the TOF t over a well defined

flight path L. By the conservation of the number of

molecules, one can write

f ðtÞ dt ¼ f ðvÞ dv

in which the velocity distribution f(v) can be deduced

from

f ðvÞ ¼ f ðtÞJ

where J is the Jacobian jdt=dvj.
Normally, one measures the intensity of a given AB

productas a function of the laboratory scattering angle

and velocity. If the measurement is just the product

density one then needs to convert it into a particle flux

by multiplying by the product velocity.

The laboratory angle-velocity contour map is then

transformed into the centre-of mass (CM) angle–velo-

city contour map (see Box 21.2 for the laboratory to

CM transformation). Figure 21.10 shows an example

of such a contour map for the product CsI formed in

the crossed-beam reaction Csþ CH3I! CsIþ CH3,

studied at ET ¼ 0:15 eV. The results are presented in

the form of a polar map in which the centre of mass is

located at the centre. The product speed is the distance

from the centre, and the contours represent the loci of

equal flux. The external circle represents the maxi-

mum allowed velocity of the product by energy bal-

ance. Inspection of the map tells us the direction and

velocity of the nascent CsI. Note that, in this case, it is

predominantly backward scattered and most of the

energy disposal (60 per cent) goes into translational

motion, as can be deduced by the relative location of

the contour having the maximum flux.

In most of the Aþ BC! ABþ C reactions stu-

died in crossed-beam configurations one knows the

reaction exothermicity �E0 as well as the transla-

tional energy of the reagents ET. Therefore, using an

energy balance one can write

Eint ¼ �E0 þ ET � E0T

for the internal energy Eint of the nascent diatom AB,

where E0T is the translational energy of the products.

Hence, the measurement of the translational energy

molecular
beam source

20 cm

RF discharge
atom / radical
beam source

mass spectrometer detector

10–7mbar

10–11mbar
10–4mbar

TOF disk

ionizer

10–4

mbar

Figure 21.9 Universal crossed-beam apparatus with a
rotatable electron-impact mass spectrometer, following
the design of Lee et al. (1969). Adapted from Casavecchia,
Rep. Prog. Phys., 2000, 63: 355, with permission of IOP
Publishing Ltd
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Figure 21.10 Angle–velocity contour map for the CsI
product formed in the reaction Csþ ICH3 ! CsIþ CH3.
Adapted from Bañares and González Ureña, J. Chem. Phys.,
1990,93:6473,withpermissionoftheAmericanInstituteof
Physics
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distribution of the product can be used to estimate

their internal energy distribution. Can the specific ro-

vibrational state distribution be determined from the

measurement of the product velocity distribution

only? This very much depends on the experimental

resolution.

The resolution of the product state distribution from

a conventional crossed-beam study is determined by

the factor �L/L, where �L is the convolution of the

two effective lengths, namely that of the two-beam-

crossing region and that of the ionizer region; L is the

product flight path. In a very good crossed-beam appa-

ratus, �L/L could be 1.5 %. This value implies an

energy resolution �E/E of 3 per cent. In practice,

owing to the speed spreads and the finite angular

divergences of the two beams, the actual overall reso-

lution is even worse. A good example of a crossed-

beam study in which the product vibrational

state distribution was resolved through an energy bal-

ance was that of the reaction Fþ H2, carried out

by Neumark et al. (1985) who studied the

Fþ p-H2 ! HFþ H reaction with high resolution,

obtaining the product distribution shown in

Figure 21.11.

It must be noted that, whereas the v ¼ 2 state of the

HF product is backward peaked and drops slowly for

� < 180
, the v ¼ 3 state has a broad maximum

around � ¼ 80
 and, in contrast with the v ¼ 2 state,

has a sharp intense peak at � ¼ 0
. This sharp forward

peak was proposed to be due to the formation of a

resonant intermediate state of H��H��F, which decays

exclusively to HF in v ¼ 3. More recently (Baer et al.,

1999), the resolution of a crossed-beam experiment

has been extended to resolve the product rotational

distribution for the Fþ H2ðj ¼ 0Þ ! HFðv0 ¼ 2;
j0 ¼ 7�10Þ þ H at a particular laboratory angle and

collision energy, as shown in Figure 21.12.

The state of the art of conventional crossed-beam

experiments for the study of chemical reactions is

represented by the study of systems involving four

atoms, as for example the reaction

OH þ H2 ! H2Oþ H �H0
0 ¼ �61:9 kJ mol�1

This reaction is of fundamental and practical interest

because, on the one hand, it is a benchmark

for testing quantum reactive scattering theories

based on high-quality ab initio calculations of the

PES and, on the other hand, it also constitutes a key

reaction in atmospheric chemistry and combustion.

Figure 21.13 shows the laboratory angular distri-

bution of the product HOD formed in the above reac-

tion at E ¼ 26:4 kJ mol�1 (Casavecchia, 2000). The

laboratory angular distribution and the most probable

v=1

v=2

v=3
v=3

0°

Figure 21.11 Centre-of-mass flux–velocity contour map
for the reaction Fþ p-H2 at ET ¼ 1:84 kcal mol�1. Repro-
duced from Neumark et al, J. Chem. Phys., 1985, 82:
3045, with permission of the American Institute of Physics
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Figure 21.12 Reactive scattering signal of the FH (v0, j)
product formed in the reaction Fþ H2ðv ¼ 0Þ !HFðv0 ¼ 2;
j0 ¼ 7�10Þ þ H, as a function of the flight time. The labo-
ratory angles are also indicated. Notice the rotationally
resolved peaks. Adapted from Baer et al, J. Chem. Phys.,
1999,110:10231,withpermissionoftheAmericanInstitute
of Physics
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Newton diagram are depicted in Figure 21.14. The

forward direction (�CM ¼ 0
) corresponds to the OH

beam. The bottom part of the figure displays the flux

(velocity–angle) contourmap of the HOD product. As

can be seen, it peaks sharply to the right panel, indi-

cating that the product is mainly back-scattered. The

experimental angular distributions have been com-

pared with quantum-mechanical calculations, and

they both agree. More recently, calculations carried

out on a new PES resulted in improved agreement

between both experimental and theoretical product

energy distributions.

The ability to measure reactive scattering data for

reaction products in their different quantum states

leads to a very interesting possibility of studying

quantal effects in reactive scattering. Indeed, by

building PESs, vibrationally adiabatic curves,

which are effective potentials for the translational

motion from reactants or products, can be described

by a single quantum number for the vibrational

action. An example of such potentials is shown in

Figure 21.15.

It is also important to note how, even in the case

that a well on the PES is not present, the (vibration-

ally) adiabatic curves can show wells and barriers,

as the PES perpendicular to the translational coor-

dinate widens and narrows respectively. These wells

can support quasi-bound states similar to shape

resonances. Therefore, reactive scattering through

this temporarily bound state can give rise to reactive

resonances.

Figure 21.13 Laboratory angular distribution of the HOD
formed in the reaction OHþ D2 ! HODþ D. Adapted from
Casavecchia,Rep.Prog.Phys.,2000,63:355,withpermission
of IOP Publishing Ltd
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Figure 21.14 Top: Newton diagram for the OHþ D2 !
HODþ D. Bottom: centre-of-mass flux velocity map for
the above reaction. Notice how the HOD product peaks
sharply to the backward hemisphere. Adapted from
Casavecchia, Rep. Prog. Phys., 2000, 63: 355, with
permission of IOP Publishing Ltd

Figure 21.15 Schematic representation of classical and
vibrationally adiabatic potentials, showing the presence
of a potential well along the reaction coordinate for v ¼ 1.
This well can support quasi-bound states or resonances.
Adapted fromSchatz, permission AAAS
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22
Chemical Reactions with

Laser-prepared Reagents

22.1 Energy selectivity:
mode-selective chemistry

In the early 1970s itwasdemonstrated that vibrational

excitation along the reaction coordinate would be

more efficient than translational motion in promoting

endoergic reactions of the so-called ‘late’ barrier type

(J.C. Polanyi, 1972). This refers to those reactions

whose transition-state region occurs late en route

from reactants to products.

The first experiment showing the vibrational

enhancement of a chemical reaction was reported for

the crossed-beam reaction KþHCl! KClþH. An

HCl chemical laser was employed to excite the HCl

reactant resonantly, inducing the vibrational transition

v ¼ 0! 1. It was estimated that an enhancement of

two orders of magnitude in the KCl yield upon HCl

vibrational excitation from v ¼ 0 to v ¼ 1 took place.

An interesting example of mode-selective chemis-

try by vibrational excitation is that of the reaction

HþHOD, which can produce (a) H2þOD

or (b) HDþOH. The isotopic variant reaction

HþH2O! H2þOH has a reaction barrier of

7580 cm�1. It was proposed that the excitation of

the OH stretching mode could enhance the HþH2O

reaction rate.

The reagent HOD is a perfect candidate for

mode-selective chemistry because the H–OD and

HO–D stretching frequencies are �3800 cm�1
and �2800 cm�1 respectively, i.e. they are quite

different and represent almost pure vibrational

modes. Is it possible to control the outcome of

this reaction by exciting each of these modes sepa-

rately? In other words, can the HþHOD reaction

be controlled to trigger one of the two following

reactions:

Hþ H��h� OD�!H2 þ OD ð22:1Þ
Hþ HO��h� D�!HDþ OH ð22:2Þ

where h� signifies the specific excitation of this

stretching mode. Influencing the reaction path in

this manner, via selective excitation of vibrational

modes, was first demonstrated by Crim (1999); see

Figure 22.1.

The reactions in Equations (22.1) and (22.2)

were prepared by generating the H atoms with a

microwave discharge and the HOD molecule in

selected overtones by using laser excitation in the

visible. The reaction in Equation (22.1) was pre-

pared with four quanta in the H–OD stretch and

produced nearly pure H2þOD products. Conver-

sely, when the HO–D stretch was prepared with

five quanta, nearly pure HDþOH products were

found. The conclusion is that mode-selective

chemistry can be realized by localizing vibrational

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



energy in a bond or a motion along the reaction

coordinate (see Box 22.1).

22.2 Energy selectivity: electronic
excitation

The electronic excitation of a reagent can have several

effects on a chemical reaction. For example, it can

convert an endothermic reaction into an exothermic

one, with subsequent enhancement of the reaction

yield. This energy barrier reduction is what occurs

Box 22.1

Required conditions for mode-selective
chemistry

1. A state of the reagent (an eigenstate or

superposition of eigenstates) that localizes

energy in some part of the molecule must

be excited.

2. The energy must remain localized during

the reaction, (non-ergodic behaviour). It is

necessary for the reaction to occur before

the excitation energy becomes statistically

distributed among the available degrees

of freedom (non-randomization), otherwise

vibrational excitation is no more effective

than heat.

3. The state prepared by the selective excita-

tion must promote or hinder reactivity of

that portion of the molecule, so that a

change in the product-branching ratio can

be obtained.

in theatmospherewhenatomicoxygenattacksawater

molecule, i.e.

Oþ H2O�!OHþ OH

The process is about 70 kJ mol�1 endothermic for

O(3P), but 120 kJ mol�1 exothermic for O(1D). That

an electronic excitation of the reagents promotes

its chemical reactivity is not always the case. For

example, the reactivity of ground-state oxygen with

nitrogen atoms

O2ð3��g Þ þ Nð4SÞ�!NOþ O

is orders of magnitude greater than that of the first

excited 1�g state of O2. This is because the electronic

excitation of the reagents not only increases the total

energyavailable to the reaction, but itmayalsochange

the symmetryof thePESand, consequently, thenature

of the dynamics underlying the chemical event. Thus,

the absorption of a photon upon laser excitation of a

reagent can carry a sufficient amount of energy so

Figure 22.1 LIF spectra showing the relative produc-
tion of OH and OD in the reactions of HOD-(4�OH) and
HOD-(5�OD) with H atoms. The spectra show that, the
reaction of HOD-(4�OH) preferentially breaks the O–H
bond to yield OD radicals and that the reaction of HDO-
(5�OD) does the opposite. The line in the lower trace is a
fit through the points. Adapted with permission from
Crim, Acct. Chem. Res. 32: 877. Copyright 1999 American
Chemical Society
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that the chemical reaction becomes thermodynami-

cally possible. However, other requirements, like

the conservation of the spin and the angularmomenta,

also need to be contemplated to concludewhether the

excited reaction is probable (Box 22.2). Laser excita-

tion of a reactant species (atom or molecule) not only

increases its energy content, but also can modify

the symmetry of the electronic state. It is well

known that symmetry plays an important role in

molecular spectra (electronic, vibrational and rota-

tional spectroscopy). A conceptual outline of this is

summarized in Box 22.2. Below we will see how the

symmetry of the electronic state of a given species

may affect its reactivity.

Box 22.2

Adiabaticity and correlation rules

Figure 22.B1 shows the potential energy curve

for the ground state of molecular oxygen X3��g
as a function of the internuclear distance.We can

see how the two fragments O(3P)þO(3P) are

connected to the diatomic molecule by a contin-

uous curve. In this case the molecular state cor-

relates with these two fragments. In other words,

to obtain the two fragments the system motion

(the dynamics) occurs on the same potential

curve. This process involving the motion

along the same potential energy curve is called

adiabatic.

Figure 22.B1 Selected potential energy curves for
molecular oxygen O2, correlating to O(3P) and
O(1D), as a function of the internuclear distance.

For a more complete set of potential energy curves,
see Herzberg (1989) for example

In general, non-adiabatic processes, and in this

case non-adiabatic reactions, involve the cross-

ing between distinct potential energy curves and

are not as efficient as the adiabatic ones. In the

upper part of the same figure the potential energy

curve for the two excited B3��a and the 5�n

states are shown. The former correlates adiaba-

tically with the O(1D)þO(3P) atoms, and the

latter correlates with the two ground-state O(3P)

oxygen atoms. Obviously, the reaction

Oð3PÞ þ Oð1DÞ�! 2Oð3PÞ

cannot proceed adiabatically.

The adiabatic behaviour for chemical reac-

tions provides some sort of ‘selection rules’ for

some classes of chemical reactions. One of the

simplest is the Wigner–Witmer rule concerning

the conservation of spin. This rule is based upon

the evidence that coupling of the electron spin to

other types of motion (e.g. translational motion)

is very small and, consequently, can be negle-

cted. As a result, the spin angular momentum is

considered constant, i.e. �S ¼ 0. An example

of a chemical reaction in which the spin is not

conserved is CO oxidation:

COð1�Þ þ Oð3PÞ�!CO2ð1�Þ

which is known to be extremely inefficient.
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The harpooning mechanism and the
electronic excitation effects in chemical
reactions

The harpooning mechanism was first suggested by

M. Polanyi to explain many features of alkali plus

halogen reactions, i.e. MþX2! MXþX (M¼
alkali atom and X¼ halogen atom). The key feature

of the model is the transfer of the valence electron of

the alkali atom to the halogen molecule, forming the

ion pair MþX�2 . Once this ion is formed, strong cou-

lombic forces form the stable MþX� molecule, with

the other halogen atom barely affected, i.e.

Mþ X2jMþ � � �X�2 j �!MXþ X

A schematic diagram of the potential curves involved

in the harpoon reaction is depicted in Figure 22.2.

There are other correlation rules concerning

the electronic orbital symmetry. These rules

clearly establish that the electronic orbital sym-

metry should be conserved in concerted reac-

tions. A concerted reaction, such as

Aþ BC�!jA � � �B � � �Cj6¼ �!ABþ C

is one in which the bond breaking B � � �C and

bond forming (A � � �B) occur at about the same

time. This type of reaction proceeds through the

intermediate complex |A � � �B � � �C| 6¼. In an adia-
batic concerted reaction, the overlap of themole-

cular orbitals of the reactants is significant and it

ismaintained along the reaction coordinate from

reactants to products. Consequently, the orbital

symmetry should be conserved as the reaction

proceeds. Therefore, one should be able to set up

a correlation diagram showing the orbitals of the

reactants related to those of the products and

determine whether or not the reaction occurs

adiabatically through the same orbital symme-

try. Let us consider the following example

Example

Figure 22.B2 shows a schematic plot of the ener-

getics of the reaction ClþH2. The potential

energies of the two reagents are indicated as

depending on the specific spin-orbit state of Cl.

Also, the position of the barrier and the position

of the HþHCl are indicated.

TheC1n groupof symmetry is used, i.e. linear

�- and�-state labels, which is appropriate for a

collinear transition state. From this representa-

tion one may conclude that the ground-state

reaction (energy scale according to Alexander

et al, 2002)

Clð2P3=2Þ þ H2ðv ¼ 0; J ¼ 0Þ�!
Hþ HClðv ¼ 0; J ¼ 0Þ

proceeds adiabatically, whereas the excited

reaction, i.e.

Clð2P1=2Þ þ H2ðv ¼ 0; J ¼ 0Þ�!
Hþ HClðv ¼ 0; J ¼ 0Þ

does not.

Figure 22.B2 Schematicplotoftheenergeticsofthe
Clþ H2 reaction. (energy scale according toAlexander
et al, 2002)
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A closer look at this figure indicates that the dis-

tanceRc at which the electron jump takes place can be

found by solving the equation

� e2

Rc

þ�E0 ¼
�C
R6
c

where the �C=R6
c term represents the van der

Waals potential, �e2=R6
c the Coulombic interaction,

and�E0 is the endoergicity for the chemi-ionization

reaction, i.e.

Mþ X2�!Mþ þ X�2

which is exactly given by

�E0 ¼ IPðMÞ � EAvðX2Þ

i.e. the difference between the ionization potential of

the alkali IP(M)and thevertical electron affinity of the

halogen molecule EAv(X2). In the above equation,

C=R6
c , the (long-range) dispersion interaction can

be neglected when compared with e2/Rc. Using this

approximation it ispossible toobtaina simple formula

for Rc, namely

Rc ¼
e2

IP� EAv

This equation implies that, as a first-order approxima-

tion, if we take the reaction cross-section �R ¼ �R2
c ,

it will increase as the ionization potential of themetal

diminishes. An easymethod to confirm this trend is to

measure thewhole reactivity for a series ofalkali atom

plus halogen compound reactions, in which both the

alkali and the molecule are the same but the atom is

excited to distinct electronic states in order to change

its ionization potential.

A good example of the influence of electronic

excitation of reagents on a chemical reaction is the

reaction of an excited sodium atom with HCl that

was investigated by the crossed-beam technique.

Figure 22.3 shows the NaCl differential cross-

sections observed for the reactions Na(3s2S, 3p2P,

5s2S, 4d2D)þHCl! NaClþH at 56 kcal mol�1

collision energy.

It is evident that the total reaction cross-section,

proportional to the integral of the angular distribution

depicted in the figure, increases significantly while

shifting the electronic configuration from Na(3s) to

Na(4d). This trend can be explained via the harpoon-

ing mechanism. For ground-state reactions, electron

transfer does not occur at long distances because HCl

has negative electron affinity. However, excited Na

Figure 22.2 Schematic view of the potential energy
curve (unidimensional picture) of the Mþ X2 system
(M: alkali atom; X2: halogen molecule). Both neutral
Mþ X2 and ionic Mþ þ X�2 configurations are displayed.
Notice the (pseudo)-crossing at distance Rc. Adapted
from González Ureña; Cinetica Quimica (1991)

Figure 22.3 NaCl angular distribution for the Naþ
HCl! NaClþ H reaction at 56 kcal mol�1. ~ - Na (3s) exci-
tation (no reaction); � - Na (3p) excitation; * - Na (5s)
excitation; � - Na (4d) excitation. Reproduced from Mest-
daghetal,FaradayDiscuss.,1987,84:145,withpermissionof
The Royal Society of Chemistry
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atoms have much lower ionization potentials than

those of the ground state; consequently, the electron

transfer is possible at larger distances. In other words,

the reaction cross-section increases proportionally to

R2
c upon electronic excitation of the attacking Na

atom. It should be noted that, as with any global

statement, there are exceptions to this general trend.

Electronic excitation can also change the shape and

symmetry of the PES, and it may induce a distinct

reaction mechanism compared with that of the

ground-state reaction. This seems to be the case in

the reaction ZnþH2. The ground-state reaction, i.e.

Zn(1S)þH2 occurs via an abstraction mechanism

involving the Zn � � �H � � �H intermediate that leads

into ZnH preferentially excited in vibration. In con-

trast, the excited-state reactions Zn(4p3P,1P)þH2 are

dominated by an insertionmechanism, which implies

the formation of a very short-lived bent H–Zn–H

intermediate. The latter subsequently dissociates

into ZnHþH with little vibrational excitation, but

with high rotational excitation.

A clear example of mechanism change upon elec-

tronic excitation of the reagents is also that of

the reactions Ba(1S,1P)þN2O! BaOþN2 which

were studied under cross-beam conditions (e.g.

Rinaldi et al., 2002). Figure 22.4 summarizes the

distinct collision effects of these two reactions in a

pictorial manner. Whereas for the ground-state reac-

tionBa(1S0) the forward scattering of theBaOproduct

increasesbymore that a factor of three, as the collision

energy varies from 0.114 to 0.373 eV, the overall

angular distribution remains constant for the

excited-state reaction of Ba(1P) upon a similar

increase of the collision energy. This difference

between the ground and the excited reactions reflects

the predominance of collinear attack, responsible of

the strongbackwardcharacter for theexcited reaction.

The excited reaction shows a predominance for high-

impact reactive trajectories, i.e. near T-shape, com-

pared with a ground-state reaction.

22.3 Stereodynamical effects
with laser-prepared reagents

Since the early days of reaction dynamics, the vector-

ial character of the elementary chemical reaction has

been well recognized. In this view, not only are scalar

quantities such as collision energy or total reaction

cross-section important in governing the reactive

collision, but also vectorial properties such as the

Figure 22.4 Dependence of fractional product formation on electronic excitation and reaction energy, exemplified for
the reaction Ba/Ba*þ N2O

300 CH22 CHEMICAL REACTIONS WITH LASER-PREPARED REAGENTS



reagent’s orientation, orbital or molecular alignment

can significantly influence theoutcomeof the elemen-

tary chemical reaction.

For the reaction Aþ BC ! ABþ C, the partition

of the total angular momentum J between the initial

and final momentum of the colliding particles L, L0

and the rotational momenta of the reactant and pro-

ductmolecules j, j0 has been shown to beveryuseful in
the diagnosis of the reaction dynamics. The main

problem is that even if one lets two molecular beams

collide with well-defined speeds and directions, one

cannot select the impact parameter and its azimuthal

orientation about the initial relative velocity vector. A

currently popular way to circumvent this lack of reso-

lution is tousevector correlations, particularly in laser

studies, photofragmentationdynamicsand,moregen-

erally, the so-called field of ‘dynamical stereochem-

istry’. One of themost commonly used correlations is

that between the product rotation angular momentum

and the initial and final relative velocity vectors.

Figure 22.5 shows a pictorial representation of the

so-called ‘two-vector’ correlation, both in photodisso-

ciation (half-collisions) and in atom-exchange reac-

tions (full collisions). The important point to consider

is that photodissociation is an anisotropic process in

which the polarization of the electric field ep of the

photolysis laser defines a direction with respect to

which the vector describing both products and parent

molecule can be correlated.As a consequence, one can

measure and analyse the correlation between the par-

ent transition dipole moment l and the recoil photo-

fragment velocity vector, i.e. thel �v correlation. Thus,
the angular distribution of the photofragments I(�) can
be described in the form (Zare, 1972)

Ið�Þ / 1

4�
½1þ bP2ðcos �Þ�

for a non-degenerate transition, whereP2(cos �) is the
second Legendre polynomial

P2ðcos �Þ ¼ 1
2
ð3 cos2 �� 1Þ

b is the so-called ‘anisotropy’ parameter, which gov-

erns the shape of the fragment angular distribution

whose value is determined by the nature of the transi-

tion and the time-scale of the photodissociation,

among other factors. In the above equation, � is the
angle between the space-fixed and the target-fixed

axes, i.e. typically between the detector direction

and the electric field of the laser polarization.

For the limiting cases, i.e. pure parallel or perpen-

dicular transitions, b takes the values þ2 and �1
respectively. An isotropic angular distribution is

represented by b ¼ 0.

In a full collision experiment, e.g. crossed-beam,

beam–gas, or gas cell arrangement, the reference axis

is the relative velocity vector. Thus, the vector corre-

lation (top of Figure 22.5) is conceptually identical to

that of photodissociation once this change is taken

into account. In fact, the conventional product angular

distribution of a crossed-beam experiment constitutes

a good example of a two-vector correlation, e.g. the

v �v0 correlation (see Box 22.3).
The other correlations l �v, v �J and l �v �J can be

extracted using narrow-band and sub-Doppler polar-

ization spectroscopy, e.g. from the analysis of the

Doppler profiles at different geometries (e.g. see

Dixon (1986) for a full discussion of this topic).

Figure 22.5 Pictorial representation of the so-called
two-vectorcorrelation.Top:fullcollision;bottom:halfcolli-
sion,photofragmentation.ReproducedfromGonzálezUreña
andVetter,Int.Rev.Phys.Chem.,1996,15:375,withpermis-
sion of Taylor & Francis Ltd

22.3 STEREODYNAMICAL EFFECTS WITH LASER-PREPARED REAGENTS 301



Box 22.3

Two- and three-vector correlations

Let us consider the simplest kind of angular

correlation, the direction–direction correlation

between a vector X and a reference axis Z of

cylindrical symmetry. The azimuthal angle � of

X about Z is thus uniformly distributed, and the

polar angle � between X and Z is the observable

quantity specifying the directional correlation.

The probability distribution for � is typically

represented by an expansion in Legendre

polynomials

nð�Þ ¼ 1þ a1P1ðcos �Þ þ a2P2ðcos �Þ þ � � �
¼
X

aiPiðcos �Þ
and hence anisotropy is characterized by the

Legendre moments

an ¼ ð2nþ 1ÞhPnðcos �Þi ðfor n � 1Þ

which are averages of the polynomials over the

n(�) distribution.
The anisotropy of the vector X may exhibit

either alignment or orientation. These terms spe-

cify whether or not the distribution of X is sym-

metric with respect to a plane perpendicular to

the Z-axis. If reflection in this plane leaves the

distribution unchanged, X is aligned but not

oriented; only even-order Legendre moments

will then be non-zero. If reflection does change

the distribution, X is oriented; odd-order

moments then are non-zero and measure the

sense and size of the orientation.

For a state J of the rotational angular momen-

tum there are in general 2Jþ 1 moments in the

expansions which are typically denoted by A
ðkÞ
q .

Under conditions where axial symmetry is pre-

served, only the A
ðkÞ
0 moments are non-zero. The

majority of experiments restrict the determinable

moments to nohigher than the four-rankmoment.

Typically, for unpolarized or linearly polarized

light, the even moments A
ð0Þ
0 and A

ð2Þ
0 are non-

vanishing; for circularly polarized light, the odd

moment A
ð1Þ
0 is non-zero. Once these moments

are properly normalized they can be written as

Population: A
ð0Þ
0 ¼ 1

Orientation: A
ð1Þ
0 ¼ hðJ=J2=J=JÞi ¼ hP1ðJ�ZÞi

Quadruple A
ð2Þ
0 ¼ hðJ=3J2z � � � J2=J2=JÞi

alignment: ¼ 2hP2ðJ �ZÞi

where the classical limit has been written in

terms of Pn, the Legendre polynomial. As can

be seen, orientation refers to odd spatial

moments of the fragment angular momentum

vector distribution. For a diatomic fragment,

orientation is equivalent to the existence of a

preferred sense of rotation (either clockwise or

counter-clockwise); on the other hand, align-

ment is equivalent to the existence of a preferred

plane of rotation.

A positive quadrupole alignment A
ð2Þ
0 indi-

cates a parallel alignment of J along the Z-axis;
a negative value indicates a perpendicular

alignment. Experimentally, orientation and/or

alignment of a photofragment J vector mani-

fests itself as a non-isotropic response to an

interrogating probe laser, or as polarization of

spontaneous emission.

In photofragmentation dynamics experi-

ments, the rotational alignment is obtained by

analysis of laser-polarized broadband spectra.

Thus, the LIF of a fragment I due to a photodis-

sociation process is given by (Greene and Zare,

1982)

I � PðJÞBðq0 þ q2A
ð2Þ
0 Þ

whereP(J) is the fragment population in the state

J, B the transition probability, q0 and q2 are

parameters that depend on the transition and on

the experimental geometry, and A
ð2Þ
0 is the rota-

tional alignment parameter which measures the

l �J correlation, i.e. the correlation between the

transition dipole moment l and the fragment

angular momentum J. Typically, when using

broadband polarization spectroscopy, A
ð2Þ
0 is

determined from the LIF intensities at different

geometries via the above equation.
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Reagents’ electronic orbital alignment
and chemical reactions

Lee and co-workers studied the dynamics of the

Ba(6p1P)þ Cl2 system, which yields both BaClþ þ
Cl� reaction products and Baþ þ Cl�2 charge-transfer

products, the twoprocessesbeingcharacterizedby their

chemi-ionization emission (seeDavies et al (1990)).At

3 eV total energy, laser excitation to Ba(6p) enhanced

the Baþ intensity measured in the backward direction.

As shown in Figure 22.6, this Baþ intensity exhibits a

maximumwhen thep-orbitalofbariumisalignedalong

the relative velocity vector, as expected from the nature

of the electron-transfer mechanism.

A simplified correlation diagram for the electronic

configurations of interest for the reactions Mþ Cl2
(M¼ Ca, Ba, . . .) is shown in Figure 22.7, where the
doubly ionic potential correlating the M2þ þ Cl�2
ionic state to theMClþ þ Cl� chemi-ionization chan-

nel has been omitted for clarity. The diagram allows

one to follow the change of electron configurations

along the reaction coordinate and, therefore, to draw

qualitative conclusions about the role of electronic

excitationandorbital alignment. For instance, onecan

see how the (1)! (10) ground-state reaction is

initiated by the electron transfer at the (1)*(3) cross-

ing, the so-called ‘outer’ harpooning. Alternatively,

the (2)! (20) chemiluminescence channel can be

produced at the (2)*(4) ‘inner’ harpooning by those

trajectories that reject the (2)*(3) intersection.

Apart from the necessary energy requirements, the

final outcome depends on the particular geometry of

the reagents as they correlatewith the desired product

channels. For theBaþ þ Cl�2 charge-transfer channel,

the interaction proceeds through the (2)*(3) intersec-

tion. In this case, when the p-orbital is parallel to the

relative velocity vector, the covalent surface and the

ionic surface are of the same 2� symmetry, so that

their interaction leads either to the BaCl(X2�þ)þ
Cl(3p5 2P) ground-state reaction products or to the

Baþð6s2SÞ þ Cl�2 charge-transfer products. On the

other hand, when the p-orbital is perpendicular to

the relative velocity vector, the two surfaces are of

Figure 22.6 Polarization dependence of Baþ intensity
produced in the reaction Baþ Cl2�! Baþ þ Cl�2 . The peak
corresponds to the p-orbital aligned along the relative
velocity vector. Adapted from Davies et al, Ber. Bunsenges.
Phys. Chem., 1990, 94: 1193, with permission of Deutsche
Bunsengesellschaft für Physikalische Chemie

Figure 22.7 Correlation diagram for electronic configurations for the reaction Mþ Cl2. Adapted from Menzinger permis-
sion of Springer Science and Business Media
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different symmetry, so that they cross without inter-

action; hence, a depletion of the Baþ channel and an

enhancement of the (2)*(4) inner harpooning occurs.

The intersection at (2)*(3) thus allows the system to

pass without electron transfer and to penetrate

towards the (2)*(4) inner harpooning, leading to

chemiluminescence emission.

One of the clear consequences of the above discus-

sion is the complementarity of the two channels: the

one initiated by (1)*(3) outer harpooning leading to

ground-state reaction products, chemi-ionization and

charge-transfer products, and the other initiated by

(2)*(4) inner harpooning leading to chemilumines-

cent products. These results are complementary

to those obtained by Zare and co-workers for the

reactions Ca(4p1P1)þHCl! CaCl(A2�,B2�þ)þ
H,where aweakdependenceof thechemiluminescent

yield on alignment of the atomic orbital was observed

for the first time, as is shown in Figure 22.8.

It was found that a parallel alignment of the p-

orbital along the relative velocity vector enhances

the formation of CaCl in the B2�þ state, whereas a

perpendicular alignment favours formation of the

A2� state. This can be understood in the frame of an

electron jump model in the collision, by considering

‘outer’ and ‘inner’ harpooning: the first one, being the

most efficient, is independent of orbital alignment,

whereas the second isnot. In thismodel, the symmetry

of the reagent system is conserved, the p-orbital of the

Ca atom transforms into aCaClmolecular orbital, and

its alignment serves to orientate the reaction products

towards the B2�þ the A2� state.

The direct correlation observed between the paral-

lel andperpendicular alignments in thecentreofmass,

and the � and � product channels in the laboratory

frame, indicates that the behaviour of the system is

essentially adiabatic along the reaction path.

On the other hand, the reaction Ca(4p1P1)þ Cl2
shows a different behaviour, since both the B2�þ and
A2� states are favouredbyaperpendicularalignment,

the latter state in particular. This can be understood

from the increased symmetry of the system resulting

in an alignment dependence of the outer harpooning,

in particular in a C2v geometry of approach.

Reaction dynamics with rotationally excited
reactants: stereodynamic effects

The dependence of the reaction cross-section upon

the reagents’ rotational quantum number J, i.e. �R(J),
can be related to steric properties of the reagents

and the corresponding anisotropy of the reaction PES.

Classical trajectorycalculationshaveshownawell-

established pattern for this rotational energy depen-

dence. Indeed, for reactions showing a reaction

barrier, the canonical shape for�R(J) iswell described
in Figure 22.9.

The main features of this general trend of the

rotational energy dependence of the reaction cross-

section are:

� the initial decrease of �R(J) upon rotational energy
Erot for low collision energy;

� the appearance of a shallow minimum followed by

the subsequent increase in �R(J) for intermediate

collision energies;

� the monotonous increase of �R(J ) for higher values
of the collision energy.

Experimentally, the reagents’ rotational energy

effect was first investigated for the reaction Kþ
HCl! KClþH. Its rotational energy dependence is

shown in Figure 22.10, with a negative dependence in

the reaction cross-section upon rotational excitation of

the v ¼ 1 HCl reagents. This excitation was achieved

using a grating-tuned HCl chemical laser.

Figure 22.8 Chemiluminescence emission intensity in
the Ca(1P1)þ HCl reaction, as a function of the laser-
induced alignment of the Ca p-orbital. Adapted from
Rettner and Zare, J. Chem. Phys., 1982, 77: 2416, with
permission of the American Institute of Physics
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The decrease in the reaction cross-section as Erot

increases has been rationalized by different dynami-

cal models, explaining that, at threshold, the reaction

probability falls with increasing Erot due to severe

steric restrictions, which are obviously relaxed at

higher collision energy.

Figure 22.11 displays the J-dependent relative

reaction cross-section for K þ HF under cross-beam

conditions, measured for three collision energies.

The data follow the general behaviour mentioned

above (data points are normalized at J ¼ 0).

The general behaviour can be explained with the aid

of a dynamic model for the reaction Aþ BC, whose

main features include that the BC molecule can be

treated as a rigid rotor and, in addition, there is a critical

distance Rc between the centre ofmass of themolecule

and the approaching atom that must be reached for

reaction to occur. Using this simple model, the PES is

a function of only two variables, i.e. the distance R and

the orientation angle g, which is taken as the angle

between the internuclear distance A � � �BC. At the

critical distance Rc, only the g dependence remains.

Figure 22.12 shows schematically the potential

energy at the critical configuration, as a function of

orientation angle gc. When the acceptance angle�gc
(see figure) is very small (this is the situation near

threshold energy) the anisotropy of the potential

imposes severe steric restrictions, i.e. the attacking

atom must hit the BC molecule on the small shaded

area of the reaction shell corresponding to�gc.On the

Figure 22.10 Rotational energy effects in the reaction
Kþ HCl ! Kþ HCl. Reproduced from Dispert et al,
J. Chem. Phys., 1979, 70: 5315, with permission of the
American Institute of Physics

Figure 22.11 J-dependent relative reaction cross-
section for the reaction Kþ HF measured at three collision
energies, under crossed-beam conditions. Adapted from
Loesch, in Láseres y Reacciones Quı́micas (1989)

Figure 22.9 Generaltrendoftherotationalenergydepen-
denceofthereactioncross-sectionforenergybarrierreaction
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other hand, when the collision energy is well above

threshold, the acceptance angle approaches 180� and
there are little, if any, steric restrictions in the reaction.

Therefore, it is evident that the different behaviour

between weak and strong steric hindrance is signifi-

cantly related to the anisotropy of the potential.

To understand the J dependence of the reaction

cross-section fully one also needs to consider the

so-called reorientation effect. The anisotropy of

the potential originates the action of torques on the

molecule, which reorients themolecular axis towards

the angle ofminimal potential energy, i.e. towards the

reactive area – the reactive spot.

Let us consider the case inwhich themolecule does

not rotate, i.e. J ¼ 0, so that its molecular axis is

statistically distributed. If the potential were flat, i.e.

with no g-dependence, then only the favoured orienta-
tions would react. If we now take into consideration

the torque due to the anisotropic potential, then even

an initially unfavourably oriented axis can be reor-

iented during the encounter such that the reaction

occurs. This enhancement of the reactive trajectories

at J ¼ 0 no longer holds when the rotational energy is

increased. It can be shown that the higher the rota-

tional energy the lower the reorientation angle, which

explains the observed negative dependence of the

reaction cross-section upon the rotational energy.

If the translational energy is well above the thresh-

old energy then there is no longer any steric hindrance

for reactionbecause theacceptanceangle isnear 180�.
Thus, all orientation angles are reactive and the J

dependence is no longer based on the action of the

anisotropic potential but only on energetic factors, i.e.

the total energy available for the reaction rather than

on steric effects.

In these cases there is no selectivity associatedwith

the rotational energy, i.e. the rotational energy plays

the same role as any other reactant’s energy mode.

Figure 22.13 shows the LIF spectrum of the

SrF(X2�! A2�) transition produced in the reaction

SrþDF(v ¼ 1, J), as a function of the DF rotational

quantum number J. In addition, it was found that the

nearly isoenergetic reactions CaþHF(v ¼ 1, J ¼ 7)

and CaþDF(v ¼ 2, J ¼ 1) result in nearly identical

product state distributions. The results of the two

cases above were rationalized as follows: for the

CaF product the state distribution was statistical and

no significant changes were observed in the (relative)

cross-section when the HF (v = 1) was excited to

different J-levels. Its reactiondynamicswere thought

to be dominated by the formation of a long-lived H–

Ca–F complex, in which the Ca atom inserts into the

HF bond. Thus, the reaction retains nomemory of the

initial form of the reagent energy; therefore, the

excess energy of the reaction is disposed statistically

into all possible modes.

Figure 22.12 Top: potential energy at the critical config-
uration as a function of orientation angle �c. Bottom: re-
active spot for two reactive situations (a) at collision energy
near threshold and (b) well above threshold. Adapted from
Loesch, in Láseres y Reacciones Quı́micas (1989)

Figure 22.13 LIF spectrum of the SrF(X2�! A2�) tran-
sition produced from the Srþ DF(v ¼ 1, J) reaction as a
function of the DF rotational quantum number J. Adapted
from Zhang et al, J. Chem. Phys., 1988, 89: 6283, with
permission of the American Institute of Physics
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23
Laser Probing of Chemical

Reaction Products

23.1 Where does the energy of a
chemical reaction go?

A key point in the study of reaction dynamics is to

know where the energy of an exothermic reaction

goes. This crucial question was investigated sys-

tematically by Polanyi (1972). The main conclu-

sions are known as Polanyi’s rules, in which the

energy disposal is correlated with the specific

topology of the PES. The original studies were

carried out for the reactions Mþ X2 ! MXþ X,

in which M is an alkali atom and X a halogen.

These reactions have a significant reaction cross-

section and most of their exothermicity appears in

the internal motion (typically vibrational energy)

of the MX product. This dynamical feature is

typical of the so-called attractive surface, an

example of which is shown in the top part of

Figure 23.1.

As is often the case, most of the energy liberated by

the exoergic reaction appears along the approach

A � � �BC coordinate and, consequently, it is allocated

in the AB product, which shows high vibrational

excitation.

On the other hand, in a repulsive surface, whose

typical topology is depicted in the bottom part of

Figure 23.1, the energy produced by the exoergic

reaction appears now along the AB � � �C coordinate

so that most of the reaction energy is allocated into

translational motion, i.e. product translational energy.

An example of a repulsive surface is that of the reac-

tion Kþ CH3I! KIþ CH3.

Obviously, both attractive and repulsive surfaces

are well-known cases, but we should bear in mind

that there are many cases that show an intermediate

behaviour.

23.2 Probing the product state
distribution of a chemical
reaction

Laser spectroscopic methods arewidely used to inves-

tigate the product state distribution of a chemical

reaction. A well-established technique to achieve

this objective is LIF, first applied to molecular

beam reactions by Zare and co-workers (Cruse

et al., 1973). This powerful technique can be

more easily understood with the aid of Figure

23.2. Here, we can see how radiation from a tune-

able laser is directed to the crossed-beam volume of

the reaction Aþ BC! ABþ C.

The AB molecules can be excited to a higher

(electronic) state whose fluorescence can be

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



subsequently collected; this is presented in the lower

part of the figure. In practice, the total fluorescence is

measured as a function of the laser excitation

wavelength, which is commonly known as the

excitation spectrum.

Figure 23.3 shows the excitation spectra of BaF

produced in the reaction Baþ HF! BaFþ H;

assigned, distinct bands are marked in the figure.

The key feature of these LIF spectra is the possi-

bility to obtain the product state distribution

from the measured relative intensities (see also

Chapter 7).

For example, the relative LIF intensities Iv0v00

measured from the excited B state after laser

excitation from the ground X state of the pro-

duct AB molecule are related to the ground-state

population Nv00 by

Nv00 ¼
Iv0v00

qv0v00rð�v0v00 Þ
P
v

�4
v0vqv0v

where r(�) is the laser energy density, qv0v00 is the

Franck–Condon factor of the v0 � v00 transition andP
v is the sum over all vibrational states of the

electronic ground state to which the v0 state fluor-

esces. In favourable conditions the Franck–Condon

factors do not change significantly; as a result,

the level populations are directly proportional

to the observed intensities. Figure 23.4 shows a

good example of BaX vibrational distributions

measured by LIF from the different reactions

Baþ HX! BaXþ H (X¼ halogen). It is also

important to note the vibrational population inver-

sion, clearly shown to be present, for example, in

the Baþ HI case: the lower v states are not the most

populated, as would be the case for a statistical

distribution. Not all molecules are good candidates

Figure 23.1 Typical example of attractive (top) and
repulsive (bottom) PESs. Adapted from González Ureña,
Cinetica Quimica (1991)

Figure 23.2 Schematic layout with two beams and
laser intersection at the crossed-beam interaction. The
laser excites the fluorescence of the nascent AB product,
which is subsequently collected by a photomultiplier.
Adapted from González Ureña, Cinetica Quimica (1991)
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for LIF studies, since not all do fluoresce, or the

wavelength ranges where they do are not easily

accessible by the commonly available lasers.

Nevertheless, when LIF can be applied it is a very

powerful tool thanks to its high sensitivity.

23.3 Crossed-beam techniques and
laser spectroscopic detection:
towards the state-to-state
differential reaction cross-
section measurements

A higher level of resolution in deciphering the

dynamics of a chemical reaction can only be achieved

by the combination of crossed-beam techniques and

laser-spectroscopic detection. In a first approach, the

laser is used to probe a specific rotational–vibrational

state of nascent product formed in a crossed-beam

reaction. Conceptually, the crossed-beam apparatus

is used to obtain the angular distribution of AB form-

ed in the reactive collision Aþ BC! ABþ C and

the laser is employed to interrogate the scattered

AB(v0, J0) products; thus, one measures the state-

resolved differential cross-section. A good example

of this laser probing of crossed-beam reaction pro-

ducts is that of the reaction Fþ H2 ! FH (v0, J0)þH

(studied by Dharmasena et al. (1997)) in which an IR

laser was used to record the v0, J0 distribution and a

rotatable detector (a bolometer), which is sensitive

to the energy content of the HF product, provided

the product angular distribution. These two pieces

Figure 23.3 Excitation spectra of the BaF product form-
ed in the reaction Baþ HF. Different translational energies
of the reactants were used. Top: ET¼ 9.2 kcal/mol.
Bottom: ET¼ 3.1 kcal/mol. Vibrational bands are indicated
in both excitation spectra. Adapted from Gupta et al, J.
Chem. Phys., 1980, 72: 6237, with permission of the Amer-
ican Institute of Physics

Figure 23.4 Product BaX (X¼ F, Cl, Br, I) vibrational
distribution for the reaction Baþ HX. Adapted from Cruse
et al, Faraday Disc. Chem. Soc., 1973, 55: 277, with
permission of The Royal Society of Chemistry
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of information lead to the so-called rotational state-

resolved differential cross-section. A clear advantage

of this method is its good state specificity, provided

that sufficient spectroscopic data for the product

are available. A severe limitation is the necessity of

measuring a significant number of states in order to

obtain a global picture of the dynamics of the reaction

under study.

Lasers can also be used to determine the state-

resolved angular distributions when a specific

AB(v0, J0) state is measured by novel techniques,

such as Doppler profile or ion imaging.

The Doppler profile measurement is based on

the Doppler effect. Let us suppose that A and BC

collide at right angles in the laboratory frame. The

Newton diagram is sketched in Figure 23.5, where

velocities in the laboratory vA and vBC are decom-

posed into the velocity of the centre of mass vCM

and the velocities in the centre of mass. After the

collision, the product AB scatters with an angle � in

the centre-of-mass system. Imagine that a laser

beam is directed along the collision axis (i.e. the

relative velocity). Owing to the axial symmetry of

the angular scattering with respect to the relative

velocity vector, the angle between uAB and its

projection along the laser axis is exactly �. There-

fore, if AB absorbs the laser photon, one should

expect a Doppler shift �� given by

�� ¼ � � �0 ¼ �0

uz

c
¼ �0

uAB cos�

c

where c is the speed of light, �0 is the resonance

absorption frequency, i.e. that absorbed by AB at

rest, and uz is the component of uAB along the laser

beam direction, which is that of the relative velocity

vector. IfNAB is the total number of AB molecules that

are scattered, then the number of molecules that scat-

ter between � and �þ d� will be

dNAB ¼ NAB2��Rð�Þ sin�d�

These molecules will be excited in the frequency

interval

d� ¼ �0

u
AB

c
sin�d�

The Doppler profileDð� � �0Þwill be proportional to

the product molecules per unit of frequency. Thus:

Dð� � �0Þ �
dN

d�
¼ 2�NAB

c

�0uAB

�Rð�Þ

Thus, one can see a relation between the Doppler

profile and the differential cross-section that allows

one to deduce the latter by measuring the Doppler

profile.

Figure 23.6 shows the fluorescence Doppler profile

of the CsH(v ¼ 0, J00 ¼ 11) product formed in the

reaction Csþ H2 ! CsH(v00, J00)þH, carried out

under crossed-beam conditions and at a collision

energy of 0.09 eV (L’Hermite et al., 1990). Notice

how the profile is asymmetrical. It peaks to the red, i.e.

at lower frequencies, which corresponds to a forward-

peaking of the products. The state-resolved differen-

tial cross-section deduced from the Doppler profile

is shown in Figure 23.7.

Figure 23.5 Newton diagram for the collision Aþ BC.
ThevelocitiesvAandvBC inthe laboratoryareshowntogether
with centre-of-mass velocities uAB. The product AB scatters
with an angle � in the centre-of-mass system

Figure 23.6 Fluorescence Doppler profile for the CsH(v ¼
0; J00 ¼ 11) product formed in the reaction Csþ H2 !
CsH(v00, J00)þ H. Reproduced from L’Hermite et al, J. Chem.
Phys., 1990, 93: 434, with permission of the American
Institute of Physics
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Ion-imaging techniques

As was mentioned above, imaging techniques allow

for simultaneous measurement of product angular

and velocity distributions for a given quantum state.

This method represents a high-resolution tool to

determine state-to-state differential cross-sections.

The 3D velocity distribution of state-selected reac-

tion products is determined by ionizing the desired

reaction product and, subsequently, accelerating

the ion onto a position-sensitive detector. Obviou-

sly, the ion images appearing on the detector are 2D

projections of the 3D product velocity distribution.

To understand the basic point of the technique of

ion imaging, let us first consider the simpler pro-

cess of molecular photodissociation. Laser disso-

ciation of the AB molecule creates the fragments A

and B, i.e.

ABþ h� ! AB� ! Aþ Bþ ET

where ET is the total excess energy released as

product translational energy after subtracting the

internal energy of the products A and B. The

conservation of momentum and energy results in

a partition

ETðAÞ ¼
MB

MAB

ET and ETðBÞ ¼
MA

MAB

ET

where Mi stands for the mass of particle i, and ET(A)

and ET(B) are the kinetic energies of the fragments A

and B respectively.

Each photodissociation event yields two frag-

ments flying with equal momentum in opposite

directions in the centre-of-mass system. If we repeat

the same event for many times, the fragments will

produce spherical distributions in velocity space,

which are the so-called Newton (velocity) spheres

for the photodissociation process. The size of the

Newton sphere is proportional to the fragment’s

speed. Thus, for a fixed total energy, the higher the

internal energy of the nascent fragment the lower its

translational energy and, consequently, the smaller

its Newton sphere radius.

Figure 23.8 shows schematically two Newton

spheres for the fragments A and B. Two events are

shown in the left part of the figure. These events yield

particles with identical speed, but different directions,

for the case that the AB parent moleculewas located at

the same origin in space. In the right part of the figure,

a large number of events were added to build up the

surface pattern representing the Newton sphere for

fragment A only. In this case, an anisotropic pattern

was assumed, because most of the surface intensity is

Figure 23.7 State-resolved differential cross-section
deduced from the Doppler profile shown in Figure 23.6
at various collision energies, as indicated. The normal-
ized continuous line at 0.08 sr�1 corresponds to an
isotropic distribution of the product. Reproduced from
L’Hermite et al, J. Chem. Phys., 1990, 93: 434, with
permission of the American Institute of Physics

Figure 23.8 Pair of Newton spheres (spherical coordi-
nates are used, r, � and �; r is not shown). Two events are
shown in (a), with equal and opposite momentum. Surface
pattern obtained by summing up a large number of events
for particle B are shown in (b). Adapted from Parker and
Eppink, in Imaging in molecular dynamics, 2003, with
permission of Cambridge University Press

23.3 CROSSED-BEAM TECHNIQUES AND LASER SPECTROSCOPIC DETECTION 311



located at the poles representative of a cos2 � type

distribution.

Normally, one draws these Newton spheres in two

dimensions instead of three, as shown in Figure 23.9.

Suppose we ‘squash’ the latter figure onto a vertical

plane. It will look like a disc with most of the events

located on the outside edges, both at the top and

bottom of the disc. The ion-imaging method works

exactly in this way, as was pointed out earlier. One

records 3D Newton spheres, projected onto a 2D sur-

face, where it appears as a partially filled-in circle.

Reaction gas-phase collisions should generate

Newton spheres with isotropic distributions. How-

ever, very often these surface patterns are anisotropic

(as the one shown in the figure) due to the existence of

some directionality in the process. In photodissocia-

tion, this is often due to the use of a linearly polarized

laser,whichacts as the reference axis. Inabimolecular

collision (see below), carried out in a crossed-beam

experiment, the relative velocity vector introduces

a reference axis to which the directional properties

of the reaction products are referenced.

Figure 23.10 shows the first snapshot obtained by

the ion-imaging technique for the photodissociation

of methyl iodide (see the paper by Chandler and

Houston (1987)). The product detected is the methyl

radical. The dissociation laser operated at 266 nm. At

this energy it is known that the I fragment is formed in

its first electronically excited state, the 2P1/2 state. The

energy of the process is sharply defined and, therefore,

the energy available for the CH3 fragments is also

sharply defined, which means that these fragments

recoil from the methyl iodide centre of mass with

nearly singular speed.

It is obvious from Figure 23.10 that the methyl

velocities are not uniformly distributed on the

sphere, since their 2D projection exhibits higher

intensities on right and left of the plot than at the

bottom and top. The reason for this anisotropy is

associated with the linear polarization of the dissocia-

tion laser and the location of the transition dipole

Figure 23.9 Illustration of the relation between
Newton spheres and 2D projections. Top: 2D collapsed
view of Newton spheres for states A and B; note that
state A has three sub-states. Bottom: speed profile for a
horizontal line through the 2D collapsed sphere. Adapted
from Parker and Eppink, in Imaging in molecular dynamics,
2003, with permission of Cambridge University Press

Figure 23.10 Image produced by projecting onto two di-
mensions the 3D spatial distribution of CH3(v ¼ 0) frag-
ments, produced by CH3I photolysis with 266 nm laser
light; the plane of projection is parallel to the polarization
axis of the beam. Reproduced from Chandler et al, J. Chem.
Phys., 1987, 87: 1445, with permission of the American
Institute of Physics
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moment in methyl iodide; in this experiment, the

former is aligned along the horizontal axis in the

figure, and the latter is located along the C��I bond.

Because methyl iodide will absorb with higher prob-

ability if its transition dipole is aligned along the

oscillating electric field of the dissociating light, the

excited methyl iodide molecules will, therefore, pre-

ferentially have their C��I bonds located along the

horizontal axis. If methyl iodide then dissociates

more rapidly than it rotates, then we might expect

the methyl and iodide fragments to fly out along the

breaking bond, i.e. toward the left or right.

Ion-imaging techniques have mostly been used for

the measurement of photofragment velocity distribu-

tions (speed and angle) from unimolecular dissocia-

tion processes. The technique is very powerful for

several reasons:

1. If the experiment is designed in such a way that

the symmetry axis of the velocity distribution is

oriented parallel to the face of the imaging

detector, then one single image is all that is

required to define the 3D angular distribution

uniquely.

2. The multiplexing advantage of measuring all

angles at once reduces the time necessary to deter-

mine a velocity distribution.

3. The technique can be employed in two modes of

operation. One mode involves imaging of the

atomic fragment (or reaction product). These

measurements have moderate energy resolution,

comparable to that of conventional TOF experi-

ments, in which the internal energy distribution

of the products is determined by measuring

their kinetic energies. Ion images of atomic

products are extremely useful in providing the

overall appearance of the differential cross-

section for a reaction or photofragmentation

process because they contain information con-

cerning all product channels. The alternative

mode relies on imaging of the molecular frag-

ment (or reaction product) in a quantum

state-selective manner, thus enabling differen-

tial cross-section measurements for a single

rotational-vibrational (ro-vibronic) state of the

molecular product.

Reaction product imaging (RPI) has been used to

investigate an increasing number of reactions, both

in single-beam and crossed molecular beam set-

ups. In a single-beam experiment the reaction is

initiated and probed close to the nozzle orifice

to guarantee a high number density; this allows

state-selective product detection via REMPI. This

experimental arrangement has also been used to

investigate the dynamics of the photofragmentation

processes. In these types of study the data analysis

requires knowledge of the internal energy distribu-

tion of all products, which makes the scattering

information unambiguous only for reactions in

which one of the two products is an atom. A typical

example of RPI using a single-beam arrangement is

the study of the reaction

Hþ HI! H2ðv ¼ 1; J ¼ 11; 13Þ þ Ið2P3=2;
2 P1=2Þ

carried out by Buntine et al. (1991) at several

collision energies. In that study it was possible to

measure branching ratios for the various reaction

channels, but the lack of a well-defined reactant

relative velocity did not allow the measurement of

the differential scattering cross-section. Using a

crossed beam arrangement, in which the relative

velocity vector of the reactants is well defined,

could solve this problem.

Crossed molecular beam studies using imaging

detection of products have been restricted to the

determination of non-state-selective differential

cross-sections, in which an atomic product is

probed using (1þ 1) REMPI, or in which a mole-

cular product is probed by universal photoioniza-

tion. This is because molecular beams are normally

skimmed and typical product densities per quantum

are only of the order �105 cm�3; this approaches

the sensitivity limit of state-selective REMPI. In

addition, with the exception of (1þ 1) REMPI, the

probe laser must be focused, thus creating a very

small interaction volume that yields extremely low

count rates. The reaction Fþ CH4 (see Liu (2001))

was the first to be studied by (2þ 1) REMPI in a

crossed molecular beam experiment to measure

state-selected differential cross-sections. The first

study of a neutral bimolecular reaction using

a crossed-beam arrangement and 1þ 1 REMPI

detection of an atomic product was carried out for
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the reaction Hþ D2 ! HDþ H (Kitsopoulos et al.,

1993). The experimental apparatus used in that

study was essentially a modified version of the

single-beam version used for photofragmentation

studies, as mentioned above. Product D atoms are

ionized by (1þ 1) REMPI at the intersection of the

two particle beams, and the ions are accelerated

toward a position-sensitive detector.

The ion images appearing on the detector are 2D

projections of the 3D velocity distribution of the D-

atom product. RPI of the D atoms produced in this

reaction at a collision energy of 0.54 eV is shown in

Figure 23.11.

The images of the D atom provide the differen-

tial reaction cross-section, summed over all ro-

vibrational states of the HD product. In an ideal

experiment, the inversion of the D images should

have sufficient resolution to infer the ro-vibrational

states of the HD products, but in practice this is not

so easy and the rotational resolution is very diffi-

cult to obtain. One way to circumvent this diffi-

culty is to apply REMPI detection to the HD

product to obtain rotational state-specific differen-

tial cross-sections. However, the strong focusing

requirements of REMPI schemes substantially

reduce the sensitivity, as pointed out earlier.

An elegant manner to circumvent the restrictions

imposed by the low sensitivity when using, for exam-

ple, (2þ 1) REMPI is to employ one-photon photo-

ionization at very short wavelength. To this end,

tuneable synchrotron radiation with the conventional

crossed-beam configuration was used to detect hydro-

carbon radicals. Alternately, high-energy excimer

lasers, e.g. the F2 laser, have been incorporated in

the studies of crossed-beam reactions, in conjunction

with velocity-map imaging (VELMI).

An example of the latter has been the study of the

reactions Clþ RH! HClþ R (R¼ aliphatic radi-

cal), carried out in the crossed-beam apparatus sche-

matically shown in Figure 23.12 (Ahmed et al., 2000).

The Cl beam was produced by photolysis of

(ClCO)2 using an ArF excimer laser (l ¼ 193 nm).

Typically, the ionization energy of the radical product

is below 7.89 eV, the energy of photons from the F2

laser (l ¼ 157 nm), which is therefore employed to

ionize them.

Figure 23.13 shows a raw image of the hydroxyl-

isopropyl ((CH3)2COH) radical formed in the

crossed-beam reaction Cl��C3H7OH reaction at

11.9 kcal mol�1 of collision energy. The relativevelo-

city vector is vertical in the plane of the figure, and the

Newton diagram for the scattering process has been

Figure 23.11 Reconstructed image of D atoms pro-
duced in the reaction Hþ D2 ! HDþ D. The circles re-
present the maximum speed that the D atom can gain, for
various quantum states of HD: (J; v ¼ 0) in panel A for
a collision energy of 0.54 eV, and (J ¼ 0; v) in panel B
for a collision energy of 1.29 eV. The circle CM indicates
the centre of mass of the reaction, and the direction
of the relative velocity vector is marked by ‘g’. Repro-
duced from Kitsopoulos et al, Science, 1993, 260: 1605,
with permission of AAAS
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superimposed on the image. As can be clearly noticed,

the scattering is predominantly in the backward direc-

tion, suggesting direct rebound dynamics. The proper

data analysis showed that the translational energy

distributions peaked at about 6 kcal mol�1, with less than 50 per cent of the available energy deposited into

product translation. The ability to detect such heavy

free radicals makes it possible to investigate detailed

dynamics of combustion reactions, and in particular

those reactions involving excited oxygen atoms and

hydroxy radicals.

Using the experimental apparatus shown schema-

tically in Figure 23.14 has also circumvented the low

sensitivity problem. In a set-up first demonstrated by

Welge and co-workers (Schnieder et al., 1997; see

next section), two parallel molecular beams are pro-

duced using solenoid valves, which share a common

faceplate that here also constitutes the repeller

electrode. The molecular beam carrying the alkane

(R��H) reactant is centred on the TOF axis, whereas

the second beam is centred 19 mm off-axis. The off-

axis beam comprises about 60 per cent Cl2 (99.8 per

cent purity) in He, and the second beam comprises 75

per cent R��H in He. Two counter-propagating laser

beams intersect the respective molecular beams per-

pendicularly, approximately 5–10 mm from the repel-

ler plate surface. A small percentage of the Cl atoms

produced by the photolysis of Cl2 at 355 nm travels

Figure 23.13 Raw image of the (CH3)2COH radical formed
in the reaction Clþ C3H7OH. Adapted from Ahmed et al,
Phys. Chem. Chem. Phys., 2000, 2: 861, with permission of
the PCCP Owner Societies

Figure 23.14 Schematic of double-molecular beam
apparatus. Counter-propagating laser beams intersectpulsed
molecular beams; the pump (photolysis) beam produces
atomic Cl that expands outwards and crosses the R��H
molecular beam. The HCl product is state-selectively
photoionized by the probe laser using (2þ 1) REMPI. The
resulting ions are detected with a 2D position-sensitive
imaging detector after passage through a linear TOF mass
spectrometer. Reproduced from Toomes and Kitsopoulos,
Phys. Chem. Chem. Phys., 2003, 5: 2481, with permission of
thePCCPOwner Societies

Figure 23.12 Crossed-beam apparatus for investigat-
ing the dynamics of elementary reactions using imaging
techniques. Adapted from Ahmed et al, Phys. Chem.
Chem. Phys., 2000, 2: 861, with permission of the PCCP
Owner Societies
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downwards; they intersect the R��H molecular beam.

This apparatus was used to probe the product HCl

formed in the reaction of Clþ n-butene.

The product images of HCl(v ¼ 0, J ¼ 1 and 5) are

shown in Figure 23.15. All images were taken under

velocity mapping conditions (Parker and Eppink,

1997), such that reaction images are dependent only

on the velocity (speed and direction) of the HCl pro-

duct when detected in the REMPI zone, irrespectiveof

where the reaction occurred or where in the REMPI

zone the ionization occurs. Inspection of the images

reveals a strong propensity for scattering in the for-

ward direction for J ¼ 1, which is substantially

reduced for J ¼ 5.

In this new VELMI method the conventional

grids of the Wiley–McLaren TOF spectrometer

are simply replaced by open electrostatic lenses

and the potentials are adjusted to achieve momen-

tum focusing. Under these conditions, all products

with the same initial velocity vector in the plane

parallel to the detector are focused to the same

point, irrespective of their initial distance from the

ion lens axis. Thus, the technique improves quite

significantly the low sensitivity of standard REMPI

schemes of detection and offers a way to resolve

state-specific differential reaction cross-sections in

crossed-beam reactions.

Another example in which this method has been

applied is in the reactions O(1D)þD2 and Clþ ROH

(R¼methyl, ethyl, isopropyl radials). For the former

reaction it was found that the D-atom distribution

peaks sharply in the forward direction and is broader

in the backward direction. One of the key features of

this high-resolution (VELMI) technique is its ability

to explore in detail the coupling of the translational

energy and angular distributions.

The hydrogen atom Rydberg tagging
technique

Welge and co-workers (Schnieder et al., 1997) devel-

oped a novel Rydberg tagging technique for detecting

H atoms. The method has high sensitivity and extre-

mely high energy resolution �E/E (�0.3 per cent).

It has been applied to studies of the reaction Hþ
D2 ! HDþ D and, very recently, to Oð1DÞ þH2 !
OHþ H.

In this technique, a beam of the atomic reagent with

averynarrowvelocity spread (�v=v � 0:1 per cent) is

generated by pulsed-laser photolysis of HI from a

pulsed-nozzle expansion. The H beam produced

(see Figure 23.16) crosses a supersonic beam of

ortho-D2(v ¼ J ¼ 0) perpendicularly; the D product

is ‘tagged’ by using two laser photons through a

double-resonance excitation (via the n ¼ 2 state) to

form long-lived high-nRydberg states with high prin-

cipal quantum number (n � 70). The translational

Figure 23.15 Product images of HCl(v ¼ 0, J ¼ 1 and J ¼ 5) from the reaction of Cl with n-butane. The Newton diagram
for the reaction is overlaid on the image of the Cl atom reactant. CM indicates the position of the centre of mass, the
vectors vCl2 and vRH represent the Cl2 and RH molecular beam velocities respectively; vCl and uCl are the velocities of the Cl
atoms in the laboratory and centre-of-mass frame respectively; uHCl is the velocity of the product HCl in the centre-of-mass
frame and � is the scattering angle. Reproduced from Toomes and Kitsopoulos, Phys. Chem. Chem. Phys., 2003, 5: 2481,
with permission of the PCCP Owner Societies
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and angular distributions of the nascent D fragments

are monitored via the Rydberg atom, which is field-

ionized at the end of its ‘TOF’.

The elegance of the method is that it eliminates

space charge and stray field effects, which are

usually the limiting factors in ion TOF measure-

ments. Indeed ‘tagging’ the H(D) atoms by exciting

them to high Rydberg levels, instead of ionizing

them, eliminates any spread in velocity due to the

ionic repulsion during the TOF. Another advantage

of the method is that no mass analysis is required,

since the light atom is selected for detection spec-

troscopically. Furthermore, the method is essen-

tially background free, as the detection is sensitive

only to the atoms that initially are moving towards

the detector. Thus, the very high energy resolution,

which can be of the order of 0.35 per cent for a TOF

distance of 45 cm, makes it possible to resolve all

ro-vibrational levels of the HD counterpart, if the

kinetic energy spectrum of the D atom is measured

and both energy and momentum conservation

are invoked. From such spectra and from the total

laboratory angular distributions, state-to-state

(vibrationally and rotationally resolved) differential

cross-sections can be derived; a typical example is

that shown in Figure 23.17. The excellent agree-

ment between experimental and simulated results,

using both quantum mechanical and quasi-classical

trajectory calculations, should be noted.

An interesting application of the high-resolution H

atom Rydberg tagging method has been the study of

the four-atom OHþ H2 ! H2Oþ H reaction.

In three-atom systems, internal excitation is lim-

ited to two rotational and one vibrational degree of

freedom in the reactant or product diatom. In four-

atom reactions, the triatomic reactant or product

(if it is non-linear) has three vibrational degrees

of freedom. Thus, when a triatomic molecule is

formed in a four-atom reaction it becomes possible

Figure 23.17 The D atom kinetic energy spectra (labora-
toryframe)producedinthereactionHþ D2ðv ¼0; J ¼ 0Þ !
HDðv0; J0Þ þ D,atacollisionenergyof1.28 eV.Theresolution
of the experiment is such (�E=E � 0:4 per cent) that
the D atom kinetic energy distribution mirrors the fully re-
solved ro-vibrational distribution of the HD counterpart.
Adapted from Schnieder et al, Science, 1995,269: 207, with
permission of AAAS

Figure 23.16 Schematic view of the Rydberg tagging
technique for the study of the elementary chemical reac-
tion involving the detection of H atoms. Adapted from
Schnieder et al, J. Chem. Phys., 1997, 107: 6175, with
permission of the American Institute of Physics
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to investigate not only how much energy is depos-

ited into vibrational energy, but also how the energy

is distributed among the vibrational modes, i.e. to

investigate the possibility of mode-specific energy

disposal with preferential vibrational excitation of

the newly formed bond.

The investigation of the mode-specific energy

disposal for the OHþ D2 ! H2Oþ D reaction was

carried out using D atom tagging under crossed-beam

conditions (Strazisar et al., 2000). Pulsed lasers oper-

ating at 121.6 and 3623.6 nm were used to excite

nascent D atoms at the interaction region to a high-

lying Rydberg state (n ¼ 40).

The ‘tagged’ D-atom products evolved spatially

over a long distance to a detector where they are

field-ionized and collected on an MCP detector,

which is rotated within the plane of the beams to

measure a full angular distribution of the products. It

was found that the HOD products are strongly back-

ward scattered from a direct rebound reaction, with a

large fraction of the available energy deposited into

HOD internal energy. Precisely this higher resolution

of the D-tagging method can be seen in Figure 23.18,

where typical D-atom TOF spectra are shown.

Two peaks can be noticed, which via conserva-

tion of energy and momentum could be assigned to

one (the faster) and two (the slower one) quanta of

excitation in the OD local stretching mode. Other

small features also present in the TOF spectra were

assigned to one quantum of OD stretching and one

quantum of HOD bounding excitation. Further data

analysis allowed one to resolve the energy disposal

not only into the various degrees of freedom,

but also into each vibrational state, as listed in

Table 23.1.

These values clearly show that the OHþ D2 !
HODþ D reaction exhibits highly mode-specific

Figure 23.18 Typical TOF spectra for theDatomproduced
inthereactionOHþ D2 ! HODþ D.AdaptedfromStrazisar
et al, Science, 2000,290: 958, with permission of AAAS

Table 23.1 Population and energy data for the vibrational levels of HOD. Data from Strazisar
et al. (2000)

Parameter Unit

HOD vibrational level

(0,0) (0,1) (1,1) (0,2)

Total population % 3 30 11 56

Total available energy kcal mol�1 21.2 13.4 9.5 5.9

Average translational energy kcal mol�1 16.0 10.1 7.1 4.1

Average rotational energy kcal mol�1 5.2 3.3 2.4 1.7
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behaviour, with preferential vibrational excitation

in the newly formed OD bond. These findings are

consistent with theoretical calculations, which

show that the OD bond is significantly longer in

the transition state than in the HOD product. Rela-

tively little excitation of the bending mode is

observed, because the transition-state HOD angle

(97.1�) is only slightly smaller than that of the

product (104.5�).
Thegoodagreementbetweenexperimentsandquan-

tum scattering calculations demonstrates that modern

quantum reactive scattering calculations, which in the

past were verified only for three-atom systems in three

dimensions, are now able to predict vibrational energy

disposal in four-atom reactions, which involve six

dimensions (see Pogrebnya et al. (2000)).

The Doppler-selected resonance-enhanced
multiphoton ionization time-of-flight
technique

This method combines the Doppler-shift and ion

TOF techniques in an orthogonal manner such that

the three-dimensional velocity distribution of the

reaction product can be measured directly in the

c.m. system (e.g. see Liu (2001)). The method has

been applied to a significant number of reactions

involving O(1D) and S(1D) atoms with H2, D2 and

HD molecules. Figure 23.19 illustrates the basic

concepts of this novel method.

Imagine, for example, the reaction Oð1DÞþ
H2 ! OH þ H. Here the H-atoms are probed by

Figure 23.19 Illustration of the basic idea of the Doppler-selected TOF method. The lower panel shows the actual
data for the D atom product from the reaction Sð1DÞ þ D2 ! SDþ D at Ec¼ 22.2 kJ mol�1. Adapted from Casavecchia,
Rep. Prog. Phys., 2000, 63: 355, with permission of IOP Publishing Ltd
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REMPI within the collision region of two pulsed

reactant beams. To measure a 3D product velocity

distribution I(vx,vy,vz) the Doppler shift technique is

employed to selectively ionize a subgroup of the

H-atoms with a given value of vz in the centre of

mass (the laser propagates along the relative velocity

axis vz). In a conventional Doppler profile measure-

ment this REMPI signal would lead to a single data

point. However in this method, all Doppler-selected

ions are dispersed (see figure), both spatially (in vx)

and temporally (in vy). With the inclusion of a slit in

front of a multichannel-plate detector only those ions

withvz � 0 are detected, obtaining 1D sampling of the

product velocity distribution. By repeating this TOF

spectrum at successive probe laser wavelengths over

the Doppler profile of the H-atom product, the entire

3D distribution can be mapped out.

Both the Doppler slice and the ion TOF measure-

ment are essentially in the centre-of-mass system.

Therefore the measurement directly maps out

the desired 3D centre-of-mass distribution, i.e. d3�=
v2dv d� � I(�,v)/v2 in Cartesian velocity coordinates

(d3�=dvx dvy dvz). Thus, the double differential cross-

section I(�,v) is obtained by multiplying the mea-

sured density distribution in the centre-of-mass

velocity space by v2 and then transforming from

the Cartesian to the polar coordinate system. This

procedure has to be contrasted against the conven-

tional neutral TOF technique (either in the univer-

sal machine or by the Rydberg-tagging method),

for which the laboratory to centre-of-mass transfor-

mation must be performed, or against the 2D ion-

imaging technique, which involves 2D to 3D back

transformation.

One of the most interesting studies carried out by

using this high-resolution technique is the reaction

Fþ HD! FHþ DðFDþ HÞ, in which the existence

of a dynamical resonance was shown (Dong et al.,

2000). The term ‘resonance’ refers to a transient

metastable species produced as the reaction takes

place. Transient intermediates are well known to

play a significant role in many kinds of atomic and

molecular processes. They can live for a few vibra-

tional periods to thousands of vibrational periods

before they dissociate.

Figure 23.20 depicts three classes of transition-

state resonances in chemical reactions. However, the

distinction among them is not always straightforward,

and a single resonance may exhibit characteristics of

all three types.

For a complex-forming reaction, numerous bound

and quasi-bound (predissociative) states are generally

built upon the deep intermediate well. It is natural to

view resonances or quasi-bound states in this case as

the continuation of the bound-state spectrum into the

continuum. This type of resonance has been studied

by spectroscopic means.

The second kind of transition state resonance, as

illustrated in Figure 23.20b, is known as the vibra-

tional threshold resonance. This type of resonance

corresponds to the energetic threshold for a quantized

dynamical bottleneck in the transition-state region.

This quasi-bound state can be characterized by

two vibrational quantum numbers (for a three-atom

system), corresponding to the modes of motion

orthogonal to the unbound reaction coordinate. This

kind of resonance has been found experimentally in

Figure 23.20 Three types of transition state resonance in
chemical reactions. Reproduced from Liu, Ann. Rev. Phys.
Chem., 2001,52: 139, with permission of Annual Reviews
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several unimolecular reactions and has been reviewed

by Green et al. (1992).

The last type of transition-state resonance is the

trapped-state (compound-state) resonance shown in

Figure 23.20c. What makes this resonance different is

that, unlike the previous two, it is quasi-bound even

along the reaction coordinate on a totally repulsive

Born–Oppenheimer PES. In many ways, it behaves

like a stable molecule with all three vibrational modes

assignable for a three-atom system. Its existence is

dynamical in origin.

What are the signatures of and evidence of such a

dynamic resonance? Below, we try to answer this

question for the reaction Fþ HD! FHþ D.

Figure 23.21 shows the experimental Fþ HD exci-

tation functions�(Ec) into both isotopic product chan-

nels, along with the predictions of a quasi-classical

trajectory simulation, a quantum mechanical scatter-

ing calculation and a resonance model. Quite apparent

in the Fþ HD! HFþ D excitation function is a

distinct step near Ec ¼ 20 meV. This feature is not

reproduced by the quasi-classical trajectory calcula-

tion, and hence must have a quantum mechanical

origin. From theoretical calculations it is known that

the classical barrier to reaction lies around

Ec ¼ 45 meV; this feature seems to be situated in the

tunnelling energy regime. A much more gradual

increase in the experimental excitation function is

observed for Ec � 45 meV, which indicates the onset

of direct, over-the-barrier reaction. By contrast, there

is no analogous step-like feature in the Fþ HD!
DFþ H excitation function, which seems to be domi-

nated by direct reaction. This sharp enhancement

(clear step) in the total reaction cross-sections is one

unambiguous feature of the presence of a resonance.

A 3D contour map of the product flux–velocity

distribution for the reaction Fþ HD! DFþ H is

presented in Figure 23.22. Indeed, the change of

angular distributions with a small change in Ec is

quite dramatic. In addition, there are striking oscilla-

tions in the angular distributions, and these oscilla-

tionsappear tovary systematically with the increase in

Ec. For example, it is predominantly backward-

peaked at 0.4 kcal mol�1. A forward peak is seen

at 0.66 kcal mol�1, but the angular distribution is

clearly dominated sideways. When 0.80 kcal mol�1

is reached, the forward peak grows to be the most

prominent feature. At 1.18 kcal mol�1, the angular

distribution turns into a nearly forward–backward

peaking one. Moreover, the angular distribution for

HF (v0 ¼ 1) is now readily discernible.

Such a rapid, yet systematic variation in angular

distributions over a narrow range of collision energy

was also seen in the quantum mechanical calculations

and constitutes another distinctive feature of the pre-

sence of a resonant mechanism.

We now know that a resonance manifests itself in

both the integral and the differential cross-sections

of the reaction Fþ HD! HFþ D. But what is the

nature of this resonance? To answer this question one

needs to look at Figure 23.23, in which the vibrational

adiabatic potential at the transition state region is

represented in a pictorial way.

As the F atom approaches the HD reactant at very

low collision energy, only the small impact parameter

Figure 23.21 Experimental Fþ HD excitation function,
in both isotopic products HF and HD. QCT: quasi-classical
trajectory simulation; QM: quantum mechanical. Ec is the
collision energy. Adapted from Skodje et al, J. Chem. Phys.,
2000,112: 4536, with permission of the American Institute
of Physics
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collisions contribute to reaction. The long-range

anisotropy interaction steers the two reactants into a

bent geometry near the reaction barrier. The internal

rotation of the HD moiety induces the tunnelling,

whose probability is greatly enhanced by the presence

of a linear resonance state (the resonant tunnelling

phenomenon) supported by the vibration-adiabatic

well for the asymptotic HFðv0 ¼ 3Þ þ D state on one

side and the reaction barrier on the other. The reaction

barrier thus serves effectively as a repulsive wall to

support the resonance-state.

Thus, the resonance is assigned as a (003) state.

This quasi-bound state is localized in the strong

interaction region and is dynamically trapped in a

well on the vibrationally adiabatic potential sur-

face. Quantum dynamic studies yield a lifetime of

about 110 fs for J ¼ 0. In simple terms, the reac-

tion can be visualized to proceed as follows. Initi-

ally, the two reagents approach each other

preferentially along the bent geometry of the reac-

tion coordinate. The internal rotation of the HD

moiety then induces tunnelling through the reac-

tion barrier via a resonant tunnelling mechanism

to form the trapped resonance state. The system

then vibrates 5–10 times in stretching motions,

before decaying into the reaction products,

HFþ D.

Figure 23.23 Vibrational adiabatic potential at the HFD
transition-state region. Adapted from Skodje et al, J. Chem.
Phys., 2000, 112: 4536, with permission of the American
Institute of Physics

Figure 23.22 A 3D contour map of the product flux–
velocity distribution for the reaction Fþ HD! DFþ H.Re-
produced from Lee et al, J. Chem. Phys., 2002, 116: 7839,
with permission of the American Institute of Physics
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PART 6

Laser Studies of Cluster
and Surface Reactions



Chemical reactions of material depend significantly

on the state (phase) and degree (size) of aggregation.

Thus, clusters, i.e. finite aggregates containing from 2

up to 104 particles, show unique physical and chemi-

cal phenomena and allow us to explore the gradual

transition from molecular to condensed-matter

systems.

The binding forms of these clusters are often weak

interactions of the van der Waals type. These forces

are responsible for important phenomena, such as

deviations of real gases from ideal behaviour and

condensation of atoms and molecules into the liquid

andcrystalline states.Theseweaklyboundmolecules,

often called van derWaals molecules, have become a

model system not only to study intra-molecular

energy transfer processes, but also photofragmenta-

tion dynamics. Awhole chapter of this part, therefore,

is dedicated to laser studiesof thephotodissociationof

van der Waals molecules.

The study of laser-induced chemical reactions in

clusters is normally carried out in a molecular beam

environment. One of the great advantages of using the

molecular beam technique is its capability to generate

super-cool van der Waals clusters of virtually any

element in the periodic table. The development of

seeded supersonic beams not only allowed for the

production of atomic and molecular species moving

with high translational energy, but also produced

cluster of atoms, radicals or molecules by the cooling

during the beam expansion. This method of ‘freezing

out’ the high number of rotational and vibrational

excitations of molecular species forming the beam is

a powerful tool, not only to implement high-resolu-

tion spectroscopic studies, but also to form all kind of

aggregates and clusters. A clear example of the enor-

mous potential of the molecular beam technique in

producing these van derWaals clusters was the obser-

vation of helium dimers (the weakest bond so far

measured) in a supersonic expansion of helium with

a binding energy of only 7� 10�4 cm�1.
The most widely used methods for cluster forma-

tion are the techniques of seeding, pick-up and laser-

vaporization. The first method is normally used for

rare gas and volatile compounds. The pick-upmethod

is used for both metal and non-metal complexes. The

approach probably used most for producing clusters

of non-volatile compounds is the laser-vaporization

technique. This powerful method was developed by

Smalley in the 1980s and led to the discovery of the

fullerenes (see e.g. Kroto et al (1985)), which was

recognized by awarding the 1996 Nobel Prize in

Chemistry to Kroto, Curl and Smalley.

Reactions in solutions are very important in

chemistry; the solvent plays a crucial role in these

processes. For example, trapping reactive species in

a ‘solvent cage’ on the reaction time-scale can

enhance bond formation. The solvent may also act

as a ‘chaperone’, stabilizing energetic species.

Studies in solvent environments have only become

possible recently, with the advent of ultrafast lasers,

which allowed the investigation of the solvation

dynamics (in real time), a subject that will be covered

briefly in this part.

Another class of chemical reactions also covered

here is that of proton-transfer reactions. These pro-

cesses play a key role in solution chemistry, andmore

specifically in acid–base reactions. In this class of

reactions the crucial step involves the motion of the

hydrogen atom, which typically occurs on the pico-

second or femtosecond time-scale. By investigating

the time dynamics of these processes in size-selected

clusters, for a given system, information is gained at

which specific cluster size the onset of the proton

transfer reaction occurs.

A further chapter of this part is dedicated to laser-

studies of surface reactions. Processes such as photo-

dissociation of adsorbedmolecules or phonon- versus

electron-driven surface reactions are topics treated

specifically.

The photodissociation of an adsorbed molecule

may occur directly or indirectly. Direct absorption

of a photon of sufficient energy results in a Franck–

Condon transition from the ground state to an electro-

nically excited repulsive or predissociative state.

Indirect photodissociation of adsorbates, involving

absorption of photons by the substrate, can take

place via two processes. The first one is analogous to

the process of sensitized photolysis in gases. The

second one, also substrate mediated, implies the

phototransfer of an electron from the substrate to an

antibonding orbital of the adsorbate, i.e. charge trans-

fer photodissociation. The basic principles of these

two excitation mechanisms will be discussed later in

this part.

Whenanultra-short laser pulse impingesonametal

surface, the electrons are heated very rapidly and give
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rise to a very high and transient electronic tempera-

ture. Subsequently, electron–phonon coupling leads

to equilibration of energywithin�1 ps. Traditionally,
a chemical reaction on a metal surface involves a

thermalmechanism, inwhich phonons drive the reac-

tants across the reaction barrier in the electronic

ground state. However, these hot electrons, belonging

to the high-energy tail of the Fermi–Dirac distribu-

tion, can also induce chemical reactions. In these

cases the chemical process is said to be electron

mediated.

Phonon- and electron-controlled processes are

essentially different, but they cannot be distinguished

using conventional heating because electrons and

phonons are in equilibrium. The best method to sepa-

rate these two processes is to use laser pulses whose

duration is shorter than the time-scale of phonon–

electron coupling. Thus, by using femtosecond laser

pulses to excite a surface, one can separate electron-

from phonon-induced surface processes. In this part

we will describe some representative examples of

femto-chemistry at surfaces.
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24
Laser Studies of Complexes: Van der

Waals and Cluster Reactions

24.1 Experimental set-ups
and methodologies

As iswell known, very coldmolecules are produced in

a supersonic expansion, which allows for the forma-

tion of weakly bound van derWaals molecules (Levy,

1980). Early molecular beam studies were limited to

gas-phase species, where, by the use of co-expansion

with an inert gas, the amount of cooling could be en-

hanced, allowing the formation of van derWaals clus-

ters. This technique was used in the early 1970s

to study the reactivity of (CH3I)n with alkali atoms

(e.g. see González Ureña et al. (1975)). The basic

formulae of cluster-beam formation are summarized

in Box 24.1.

In addition to the seeding technique, there are other

methods to produce clusters, e.g. the pick-up techni-

que. The latter is an efficient technique to deposit guest

atoms or molecules on large host clusters. It was

developed by Scoles and co-workers (Gough et al.,

1985) and is nowwidely used. In its original version, a

secondary beam, containing the guest particle, crossed

the supersonic expansion beam, forming the clusters

just in front of its skimmer.Collisions betweenboth the

host clusters and the guest particles lead to the guest

particles being trapped by the clusters. This pick-up

technique has been used to obtain, for example,

Na � � �NH3, Na� � �H2O and Na � � � (FCH3)n clusters.

Figure 24.1 shows a schematic layout of a crossed-

beam apparatus in which the Na � � � ðFCH3Þnðn ¼ 1

to 5) clusterswere producedby the pick-up technique.

For this, a hot effusive beam of Na atoms is crossed

with a pulsed, cold supersonic beam of FCH3.

The experimental conditions and beam geometries

are selected such that the (two-body) adduct, i.e. the

Na � � �FCH3 complex, travels in the desired direction,

to beprobedby the laser ionizationmass spectrometer

detector. In this specific case, a UV laser is employed

to interrogate all species present in the beam.A repre-

sentative example of such laser ionization spectra is

shown in Figure 24.2.

Here, the ionization spectra of Na, Na2 and

Na � � � (FCH3)n (n ¼ 1 to 5) are displayed using three

distinct UV laser wavelengths, namely 240, 290 and

330 nm. It is interesting to observe the lack of the

small-size cluster signals as thewavelength increases.

This is a clear indication of the lowering of the ioniza-

tion potential as the number of FCH3 molecules in-

creases. Such a ‘solvent effect’ is often found in these

types of study, being clear evidence of cluster stabili-

zation as the number of solvent molecules increases.

More recently, the pick-up technique in the form

of a beam–gas arrangement has been developed to
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produce clusters. A representative example of the

latter technique is the formation ofHI � � �Xen clusters.
The xenon clusters were produced by supersonic

expansion of pure xenon gas; subsequently, the

cluster beam passed a pick-up cell containing HI

molecules at low (�10�2 mbar) partial pressure.

This type of beam–gas cluster modification has also

been adopted to deposit metal atoms and halogen-

containing reactants on large clusters to study so-

called cluster-isolated chemical reactions (see

below).The lowerpanel ofFigure24.1 showsa simple

schematic of the pick-up method using a beam–gas

arrangement.

Asmentioned earlier, a well-developedmethod for

producing supersonic molecular beams of highly

refractory metals employs a pulsed laser to ablate

thematerial froma solid target into a channel attached

to a pulsed high-pressure valve (see Hopkins et al.

(1983)). In the supersonic expansion formed on leav-

ing the channel, a variety of metal atoms, van der

Waals clusters andmolecules can be produced, allow-

ing for their study in beam experiments. Figure 24.3

Box 24.1

Cluster formation in supersonic expansions

Van der Waals clusters can be produced in a

supersonic expansion of a gas into vacuum

through a nozzle of small diameter. The conse-

quence of the expansion is a sudden drop in the

pressure and the temperature of the expanding

gas, resulting in condensation when the expand-

ing gas crosses the conditions of gas–liquid or

gas–solid equilibrium. Because of the rapidity

of the pressure and temperature changes,

typically two to six orders of magnitude in a

fewmicroseconds, the nucleation process taking

place under these conditions is complex and not

totally understood.

A scaling law to compare different expansion

conditions of the same gas, using a single para-

meter �, is given by

� ¼ n0d
qT0
½ð2�gÞq�2�=2ðg�1Þ

where g is the ratio Cp=Cv of the heat capa-

cities of the gas, n0 and T0 are the gas number

density and temperature respectively at the

stagnation conditions, d is the nozzle dia-

meter and q is an empirical parameter that

depends on the gas (it lies between 0.5 and 1).

Different expansion conditions associated

with the same scaling parameter � have the

same cluster composition. Hagena (1981)

introduced a further parameter in order to

compare different gases. He defined a char-

acteristic temperature Tch and radius rch by

which the gas-dependent scaling parameter �
is transformed into a dimensionless parameter

��, which does not depend on the gas. This

parameter �� is given by

�� ¼ nr3ch
d

rch

� �q
T0

Tch

� �½ð2�gÞq�2�=2ðg�1Þ

The characteristic quantities Tch and rch of the

species under study are related to its atomicmass

m, its density r of the solid phase, and its sub-

limation enthalpy�H0 at 0 K:

rch ¼
m

r

� �1=3

and

Tch ¼
�H0

k

where k is the Boltzmann constant. The scaling

parameter �� then provides an indicator to dis-

tinguish between different regimes:

�� � 200 no cluster formation

200 < �� � 1000 small-cluster regime, clusters of

less than 100monomers

�� > 1000 large-cluster regime, clusters of

more than 100monomers
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illustrates themain parts of a laser vaporizationmole-

cular beam apparatus.

Carbon clusters are produced by laser vaporization

from a solid disk of graphite into a high-density

helium flow. The resulting carbon clusters are

expanded in a supersonic molecular beam, are subse-

quently photoionized by an excimer laser, and are

finally detected by TOFMS. Figure 24.4 shows a

cluster distribution spectrum in which the C60 (buck-

minsterfullerene) is thedominant species.Optimizing

the clustering conditions, theC60 content can bemade

40 times larger than neighbouring clusters.

Once a well-characterized beam of van der Waals

molecules is produced, experiments such as photode-

pletion, photodissociation and photoionization can

be undertaken, yielding information about the elec-

tronic structure and photofragmentation dynamics of

these molecules. Essentially, four methods have been

Figure 24.1 Top: schematic view of the pick-up tech-
nique; a molecular beam apparatus to investigate the
spectroscopy and dynamics of sodium-containing clusters
is shown. The metallic cluster is produced by the pick-up
technique under crossed–beam conditions. Adapted with
permission from Polanyi et al, J. Phys. Chem. 99: 13691.
Copyright 1995 American Chemical Society. Bottom: sche-
matic view of a pick-up technique based on a beam–gas
arrangement. After nozzle expansion, a skimmer extracts
the beam that subsequently collides with the particles in
the gas cell. The cluster beam is ionized by a pulsed laser
and mass analysed in a TOF mass spectrometer. Repro-
duced from Nahler et al, J. Chem. Phys., 2003, 119: 224,
with permission of the American Institute of Physics

Figure 24.2 Laser ionization spectrum of Na � � �FCH3 in
a van der Waals-complex beam using different laser wa-
velengths as indicated. Notice how the lower size cluster
peaks disappear as the laser wavelength increases, i.e. as
the ionization energy decreases. Reprinted with permis-
sion from Polanyi et al, J. Phys. Chem. 99: 13691. Copy-
right 1995 American Chemical Society

Figure 24.3 Layout of a molecular beam apparatus
based on laser vaporization. Reproduced from Hopkins
et al, J. Chem. Phys., 1983, 78: 1627, with permission
of the American Institute of Physics
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developed to investigate chemical reactions, which

are photoinduced near a transition-state region. Their

different features refer to theway the reactants are put

together and theway the reaction is photoinduced. For

these fourmodalities, the reaction is either (i) induced

by electronic excitation in a 1 : 1 van der Waals com-

plex of two reactants (the pre-reactive complex); or

(ii) it is turned on by photodetachment in a molecular

anions; or (iii) it is photoinduced in reactants ordered

at clean surfaces; or (iv) it is photoinduced in a van der

Waals complex that results from the association

between reactants predeposited at the surface of

large argon clusters. The lattermethod is the so-called

cluster isolated chemical reactionmethod (see Mest-

dagh et al (1997)).

The photoinduction of a chemical reaction in

a van der Waals complex (A � � �BC) constitutes a

well-established procedure to investigate the elemen-

tary chemical reactionnear the transition-state region,

and hence to investigate transition-state spectroscopy

both in the frequency domain and in the time domain.

Asshownschematically inFigure24.5, the complex is

excited from its ground, non-reactive PES to a reac-

tive, excited PES.

This approach is an example of the so-called half-

collision formalism introduced in Chapter 15 outlin-

ing photodissociation studies. The originality of the

methodology now lies in the fact that not only can the

excited complex decay via a non-reactive photodisso-

ciation, i.e. leading to Aþ BC, but also that it can

undergo chemical reaction, producingABþ C. Since

the complex was formed by preparing the reagents

within a specific range of precursor A � � �BC geome-

tries, based on a narrow range of impact parameters,

this approach has the advantage of reaching reactive

configurations within the transition-state region with

sufficient density to investigate both the transition

state (spectroscopy) and its dynamics.

Another advantage of this method is the possibility

of carrying out the reaction dynamics studies using

frequency- or time-domain spectroscopy. In the for-

mer implementation, both photodepletion and action

spectra can bemeasured, depending upon the types of

measurement employed. In photodepletion studies,

one measures the complex depletion as a function of

the excitation laserwavelength.Thecomplex signal is

44 52 60 68 76 84

Carbon atoms per cluster

(a)

(b)

(c)

Figure 24.4 Carbon-cluster distribution spectrum, pro-
duced within an apparatus like the one shown in
Figure 24.3. The different spectra (a to c) correspond to
conditions of increasing content of clustering. Adapted
from Kroto et al, Nature, 1985 , 318: 162, with permission
of Nature Publishing Group

van der Waals
Complex (vdW)

A....BC

(A....BC)*

A + BC AB + C

hνpump

Figure 24.5 Photoinduction of the A � � �BC van der
Waals complex with reactive and non-reactive photofrag-
mentation channels
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normally measured by laser ionization, before and

after the complex has been excited by a (photodeple-

tion) laser wavelength. Under no-saturation condi-

tions, the two complex signals N0 and N, i.e. before

and after photodepletion has taken place, can be

relatedbyaBeer–Lambert law-typeequation,namely

ln
N0

N
¼ �dF

where�d andF are the depletion cross-section and the

laser fluence respectively. Thus, a typical photo-

depletion spectrum consists of measuring the extent

of depletion, taken as�N ¼ N0 � N as a function of

the photo-depletion laser wavelength.

Figure24.6displays thephotodepletion spectrumof

the Ba � � �FCH3 cluster in its excited A0 state. The
complex is excited over the range 730–760 nm by

laser pulses of nanosecond duration. The spectrum

exhibits a structureless shape, consistent with a direct

typeofphotodissociation.AsshowninFigure24.7, the

laser excitation pumps the cluster into an excited

repulsive state,which leads toBa� þ FCH3 fragments.

Veryoften thephotodissociation spectrumreveals a

clear structure, which may reflect the presence of

different electronic and vibrational states of the tran-

sition state. A good example of this type of photode-

pletion spectrum is that for theLi � � �FHvanderWaals

complex, shown in Figure 24.8. Here, the distinct

peaks correspond to the presence of various electronic

states and vibrational motions of the jLi � � � FHjz
transition state, decaying into LiFþ H products; this

Figure 24.6 Ba � � �FCH3 photodepletion spectrum, for
excitation over the range 730–760 nm. Adapted from
Gasmi et al, Eur. Phys. J. D, 2005, 33: 399, with permis-
sion of Springer Science and Business Media

Figure 24.7 Ab initio potentials of Ba � � �FCH3 in differ-
ent electronic states as indicated. Notice the repulsive
character of the A~0 state. Adapted from Stert et al, Phys.
Chem. Chem. Phys., 2001, 3: 3939, with permission of the
PCCP Owner Societies

Figure 24.8 Photodepletion spectrum of the Li � � �FH
van der Waals complex. Both experimental and theoretical
(ab initio) results are compared, with a good agreement
between them. Reproduced from Aguado et al, J. Chem.
Phys., 2003, 119: 10086, with permission of the American
Institute of Physics
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is reproducedby the theoretical calculations, shown in

the same figure, together with the experimental data.

In many cases it is not only the reagents’ depletion

that canbemeasured, but also theproduct appearance,

as a function of the excitation laser. The latter type of

spectrum is termed an action spectrum. Figure 24.9

shows the CaCl* action spectrum from the laser-

induced Ca � � �HCl intra-cluster reaction. The

Ca � � �HCl complex is prepared in a supersonic expan-

sion and excited by a laser pulse (at a frequency close

to the atomic resonance) to a repulsive electronic

state. The dissociation into CaCl and H products can

be characterized either by tuning the laser frequency

and recording the subsequent action spectrum, or by

using LIF detection.

The example shown in the Figure 24.9 corresponds

to theCaCl*chemiluminescence,which is recordedas

a functionof the (laser) excitationenergydepositedon

the Ca � � �HCl cluster. Therefore, it is a typical exam-

ple of an action spectrum. The different peaks were

assigned and interpreted as local mode excitations,

e.g. excitation of perpendicular motions to the reac-

tion coordinate. Bending modes or free rotation

excitation of the van der Waals Ca � � �HCl complex

can be interpreted as belonging to this reactive chan-

nel yielding CaCl*.

The bottom part of Figure 24.9 displays the action

spectrum calculated using a bending model, which

was adjusted to reproduce the position of the lines of

the top (experimental) spectrum. From this analysis,

the main features of the excited bending potential can

be deduced, i.e. the potential well as well as the

potential barrier for free HCl rotation in the excited

Ca � � �HCl state.

24.2 Metal-containing complexes

Intra-cluster reactions in free metal
complexes: the intra-cluster
Ba � � � FCH3 þ hn! product reaction

Reactionsof this type are, for example, initiated invan

der Waals clusters, M � � �XR (M¼ alkali metal;

X ¼ F;Cl;Br;R ¼ H;CH3; Ph), by absorption of

visible light. This approach has allowed the study of

the classic alkali-metal atom ‘harpooning’ reactions.

The metal atom M acts as the chromophore and,

thereafter, charge transfer to the halide molecule XR

results in dissociation of the complex, i.e.

M � � �XRþ h�1 ! ½M� � � �XR�z ! ½Mþ � � �XR��z

! MXþ R or Mþ XR

where the double-dagger denotes a transition state.

This approachwas pioneered (Soep et al., 1991) in the

investigation of the Hg � � �Cl2 and the Ca � � �HX
(X¼ halogen) complexes, monitoring the yield of

electronically excited product, employing LIF as the

probing technique.

This van der Waals approach has also been

extended to study alkali-metal atom ‘harpooning’

reactions with complexes of Na with CH3Cl, CH3F

and PhF (J.C. Polanyi’s group). In these investiga-

tions, the photodepletion of the complexes through

Figure 24.9 CaCl* action spectrum from the laser
Ca � � �HCl intra-cluster reaction. Top: experimental results.
Bottom: calculated lines using a bending model for the
transition-state motion. Adapted from Soep et al, Faraday
Discuss. Chem. Soc., 1991, 91: 191, with permission of
The Royal Society of Chemistry
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TOFMS was measured, gaining interesting spectro-

scopic information about the electronically excited

van der Waals complex potential.

In this subsection we describe, in more detail, the

Ba � � � FCH3 þ h� ! product intra-cluster reaction,

which has been extensively studied in frequency- and

time-domain experiments. The weakly bound com-

plex Ba � � �FCH3 is produced in a laser vaporization

source, followed by supersonic expansion. A gas

pulse from a mixture of He with CH3F is generated,

and the output of anNd:YAG laser is focused onto the

surface of a rotating barium disk to produce a vapour

of Ba that is injected into the gas pulse. This mixture

expands supersonically into the vacuum chamber.

The molecular beam extracted by a skimmer is

interrogated in two different ways. First, an Nd:YAG

laser is used to ionize the species of interest. Second,

in order to carry out photodepletion experiments, the

second-harmonic output of the same Nd:YAG laser is

split into two beams, one of which is doubled to give

the 266 nm radiation for ionization and the other

pumps a dye laser (this laser induces the chemical

reaction within the weakly bound complex).

Figure 24.10 shows a schematic energydiagram for

the Baþ CH3F! BaFþ CH3 system. The excited

states of the complex have been estimated from the

experimental information contained in the photode-

pletion action spectrum. Inspection of this energy

diagram reveals that the ground-state reaction is

exoergic. However, no BaF product from such a reac-

tion has been reported, despite an intensive investiga-

tion looking for this particular reaction channel. The

absence of such a ground-state reaction in a full bimo-

lecular collision is not surprising when taking into

account the energy requirement for the electron trans-

fer, which presumably is the mechanism responsible

for the reaction (the ionization potential for barium is

rather high, namely IP � 5.21 eV, and the energy

required to access the negative ionic potential of

CH3F is even higher).

The photodepletion spectrum:
spectroscopy and dynamics

A TOF mass spectrum of the Baþ FCH3 system is

shown in Figure 24.11 (top panel); for this, the funda-

mental output of the Nd:YAG laser is used for vapor-

ization, and the species in the beam are ionized with

the fourth-harmonic 266 nm radiation.

Strongdepletion of themonomer signal is observed

when the excitation laser, tuned to 547 nm, is also

allowed to enter the detection chamber (see the spec-

trum displayed in the bottom panel of Figure 24.11).

The disappearance of the Ba � � �FCH3 species was

then monitored as a function of the dye laser wave-

length. Figure 24.12 shows the photodepletion spec-

trum for the Ba � � �FCH3 complex in the range 547–

630 nm, which exhibits vibrational structure with an

energy spacing of about 150 cm�1, and large cross-

sections (�60–70 Å2).

A closer look at Figure 24.11 reveals an increase in

intensity of the Ba and BaF species, suggesting two

openchannels for the complex fragmentation,namely:

1. Photoinduced charge-transfer reaction. In this

scheme the absorbed photon induces the harpoon

reaction, e.g.

4.5

Ba+..F–..CH3

Ba...FCH3(1A1)

Ba+...FCH3(2A1)

Ba+F–(1Σ)+CH3

Ba+F–(2Σ)+CH3

D(2Σ+)

B(2Σ+)

X(2Σ+)

C(2∏+)

A(2∏)
A´(2∆)

4.85

2.0

0.1

(1E)

(trans. state)

2.5

1.73
1.48

3.0

Figure 24.10 Energetic diagram for the Baþ CH3F!
BaFþ CH3 system. The left column shows the barium
electronic energy levels, and the BaF energy levels on
the right; the centre column displays an approximate
location of the Ba � � �FCH3 electronic states. Energy values
in eV. Adapted from Farmanara et al, Chem. Phys. Lett.,
1999, 304: 127, with permission of Elsevier
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Ba � � � FCH3 þ h� ! jBa � � � FCH3jz

! BaF�ðBaFÞ þ CH3

leading to ground or electronically excited BaF.

2. Breakingof thevanderWaals bond. In this case the

products areBaandCH3Fwith theBa in its excited

state, i.e.

Ba � � � FCH3 þ h� ! Ba � � � FCH�3 ! Ba� þ FCH3

Figure 24.11 Top: TOF mass spectrum of the Baþ CH3F system using the fundamental output of the Nd:YAG for Ba
vaporization and 266 nm laser radiation for ionization. Bottom: same as in the top spectrum, but using additional laser
excitation at 547 nm for Ba � � �FCH3 depletion. On tuning the dye laser to 547 nm, depletion of the Ba � � �FCH3 complex is
observed (dashed line). Both Ba and BaF signals increase as a result of complex photofragmentation. For details see
Skowronek and González Ureña (1999)

Figure 24.12 Ba � � �FCH3 photodepletion spectrum in the range 547–630 nm. Notice the double-peak structure with an
energy spacing of �150 cm�1. Reprinted with permission from Skowronek et al, J. Phys. Chem. 101: 7468. Copyright 1997
American Chemical Society
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The action spectra of these products can be

obtained by monitoring the wavelength dependence

of the Baþ and BaFþ signals originating from the

depletion of the parent complex. The action spectrum

for the BaF reaction channel is displayed in the top

trace of Figure 24.13; it was obtained by ionization

with photons of wavelength 266 nm. A resemblance

between the BaF and the Ba � � �FCH3 photodepletion

signals is clearly manifested.

The intensity in the action spectra I(�) can be

described by

Ið�Þ ¼ c
��h�ðGSÞj�ð�Þi��2Að�Þ

in which c is a frequency-independent factor and the

squared term represents a Franck–Condon factor

between the complex ground- and the excited-state

wave function at frequency�. The second factor,A(�),
can be considered as the coupling efficiency to the

photofragmentation channel under consideration.

Obviously, when several photodissociation channels

are accessible, one has to consider a total coupling

factor Atotð�Þ, representing now the total photodisso-

ciation probability. Therefore, one needs to write the

total photodepletion spectrum Iph as

Iph ¼ c
��h�ðGSÞj�ð�Þi��2Atotð�Þ

As a consequence, we can consider the (non-

normalized) reaction probability Pi
R for the ith

photodissociation channel as given by

Pi
Rð�Þ ¼

��h�ðGSÞ���ð�Þi��2Aið�Þ��h�ðGSÞj�ð�Þi��2Atotð�Þ
¼ Aið�Þ

Atotð�Þ

in whichAið�Þ is the coupling efficiency factor for the
ith photodissociation channel. Thus, Pi

R can be

obtained from the ratio of the two spectra, i.e. the

action spectrum of channel i and the total photodisso-

ciation spectrum. The ratio of these two spectra elim-

inates the spectroscopic part (Franck–Condon

dependence), leavingonly thedynamicpart contained

in the reaction probability.

The energy dependence of the BaF reaction prob-

ability in the Ã state can be estimated by using the

last equation; it is displayed by the lower trace of

Figure 24.13. Notice how the strong maximum in

the centre of the 16 175 cm�1 BaF resonance

(coincident with the maximum in the Ba � � �FCH3

photodepletion spectrum) has disappeared in the pro-

bability plot. This indicates that the BaF maximum

Figure 24.13 Top trace: BaF action spectrum from the laser intra-cluster reaction Ba � � � FCH3 þ h� ! BaFþ CH3. Notice
the close resemblance with the photodepletion spectrum shown in Figure 24.12. Adapted from Skowronek and González
Ureña (1999). Bottom trace: energy dependence of the BaF reaction probability when the Ba � � �FCH3 complex is excited to
it’s a state. The ratio of the signal intensity of the top-trace spectrum to that of Figure 24.12 is displayed as BaF reaction
probability in the lower trace. Notice the energy spacing marked on the different peaks with the aid of vertical dashed-
lines. Adapted from Skowronek and GonzÃlez Ureþa, Prog. Reaction Kinetics and Mechanisms, 1999, 24: 100, with
permission of Science Reviews 2000 Ltd
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has its origin in the favourable Franck–Condon

factors of photo-excitation. This is not the case for

the peak structure observed in the low-energy region

of the BaF spectrum, which persists in the probability

plot. Certainly, a clear peak structure is noticeable

around the redpart of the spectrum, i.e. near the thresh-

old of the photodepletion spectrum; these peaks are

spaced by �10.9 cm�1. By measuring the reaction

probability for the isotopic Ba � � � FCD3 þ h� !
BaFþ CH3 reaction, it can be shown that this peak

structure is due to torsionalmotionof themethylgroup

at the transition-state region.

Figure 24.14 shows the time behaviour of the BaF

reaction product obtained in a pump and probe fem-

tosecond experiment. The Ba � � �FCH3 complex was

excited at 618 nmand probed at awavelength of about

400 nm. The best fit (solid line) is the sum of two

contributions. First, after excitation of the parent

complex, the BaF product is formed once the electron

transfer has taken place. Thus, the BaF formation is

expected to occur with a time delay identical to the

time constant of complex fragmentation, i.e.�270 fs.
The dashed line in Figure 24.14 represents this con-

tribution. An additional, faster contribution may

result from partial fragmentation of the parent ion

(dotted line). Consequently, this contribution vani-

shes for delay times for which the parent ion signal

has diminished to zero. Figure 24.14c shows the

Ba � � � FCHþ3 signal when the pump laser is tuned

off-resonance, to 630 nm; thus, the observed complex

signal represents the cross-correlation curve of the

laser pulses, which was of the order 130 fs for the

experiment discussed here.

The mechanism suggested for the scheme of the

intra-cluster reaction in the Ba � � �FCH3 complex,

initiated by excitation to its electronic Ã state, is

shown in Figure 24.15. Once this excited state is

formed, reaction proceeds by internal conversion to

the next lower electronic Ã0 state. Adirect proof of the

energy transfer due to ~A$ ~A0 internal conversion can
be obtained by time-resolved photoelectron spectro-

scopy, as outlined below. After the vibrationally

excited Ã0 state is formed, the �4-stretch mode of the

CH3F part acts as promoting mode, since the C–H

stretching energy is in near resonancewith the energy

gap between the Ã and Ã0 states. This excitation

energy is transferred to the C–F bond to overcome

Figure 24.14 Ion signals for Ba � � �FCH3 (a) and BaF(b)
as a function of the delay time t between the pump pulse
at 618 nm and probe pulse at 400 nm. The solid lines
represent the theoretical fit curves, which in (b) were ob-
tained by superposition of two contributions (dashed and
dotted lines). In (c), the pump wavelength is tuned off-
resonant to 636 nm; thus, the Ba � � � FCHþ3 signal represents
the cross-correlation curve of the laser pulses for the width
tL ¼ 130 fs. Reproduced from Farmanara et al; Chem. Phys.
Lett., 1999, 304: 127, with permission of Elsevier

Ba...FCH3 (X,v=0)
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Ba...FCH3 (A,v=0) Ba...FCH3
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+ BaF+ + CH3

~

Ba...FCH3 (A′,v≠0)

Ba + CH3F BaF + CH3 BaF+ + CH3

(1)

(2)

(3)

~ hν2
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Figure 24.15 Reaction mechanism suggested for the
intra-cluster reaction Ba � � � FCH�3. The related potential
energy curves were shown in Figure 23.7
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the energy barrier for the electron jump from the

Ba to the FCH3 part. The BaF formation (step 3

in the reaction scheme) competes with step 2, i.e.

the Ba � � � FCHþ3 photodissociation after internal
~A! ~A0 conversion.
The need for vibrational energy to overcome the

reaction barrier is clear, because the laser excitation

promotes the complex into the v0 ¼ 0 level of the

electronically excited state. Therefore, as illustrated

inFigure 24.16, no energy is available to surmount the

reaction threshold present along the C–F coordinate.

On the other hand, since the reaction takes place and

the BaF is clearly detected, the reaction mechanism

described in Figure 24.15 was proposed.

In a simple manner, this mechanism can be repre-

sentedvia the schemeshown inFigure24.17.After the

excitation process, step 1, a non-adiabatic ~A! ~A
0

transition occurs, in which the A0 state is formed

with significant energy excess (exactly 0.35 eV), as

was illustrated in Figure 24.7. This electronic-to-

vibrational energy transfer is mostly channelled into

the vibrational C��H stretching, due to the near-reso-

nance character of this energy transfer, i.e. 0.35 eV

(	 2692cm�1, which matches the vibrational energy

of the C��H stretch).

How can this internal conversion process be

proved?Oneway is to use femtosecond time-resolved

electron spectroscopy. The basic idea behind this

experimental method can be better understood with

the aid of Figure 24.18. Here, the probe laser pro-

duces both ions and electrons, and both signals are

detected in coincidence using opposite-positioned

TOF spectrometers.

We shall keep in mind that, in this process, energy

balance ensures the relationship

EiðABþÞ ¼ h�ionization � IP� KEe

Thus, if one measures the kinetic energy KEe of the

electron after the photoionization of theABmolecule

with a photon of energy h�ionisation, one can determine

the internal energy of the ion. However, its ionization

potential IP has to be known. Figure 24.19 shows the

Ba � � � FCHþ3 and BaFþ photoelectron spectra, which

were measured at a delay time of 200 fs.

As already shown inFigure 24.14, at this delay time

theBa � � � FCHþ3 signal is near itsmaximum contribu-

tion, and the BaFþ signal is dominated by the

contribution that results from Ba � � � FCHþ3 fragmen-

tation. The peak at Eel ¼ 0:45 eV in the electron

spectrum of Ba � � � FCHþ3 is only 0.15 eV below the

maximum possible electron energy Eel;max ¼
h�1 þ h�2 � IP (with IP ¼ 4:5 eV), i.e. the vibra-

tional energy in the ion state is restricted to values

below0.15 eV.The relativelynarrowwidth (�0.1 eV)
of this electron peak is consistent with a narrow

Figure 24.16 Ab initio potential of the C � � �F coordi-
nate in the ground and excited states. Notice the energy
barrier in both ~X and ~A

0
potential curves as the C��F

distance increases. Adapted from Stert et al, Phys. Chem.
Chem. Phys., 2001, 3: 3939, with permission of the PCCP
Owner Societies

A

X

IC

A’

λ ~ 618 nm

Figure 24.17 Simplified illustration of the internal con-
version described in Figure 24.15. IC: internal conversion

Figure 24.18 Basic scheme for photoelectron spectro-
scopy
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Franck–Condon region for nearly vibrationless tran-

sitions. Thus, the primary excitation process leads to

the vibrationless Ã state of Ba � � � FCHþ3 , followed by
probe photon ionization to the X(2A1) ground state of

the ion, with only weak vibrational excitation. The

dominant peak in the electron spectrum of

Ba � � � FCHþ3 corresponds to the energy of the primar-

ily populated Ã state. The partial transfer to the Ã0

state, already complete at �200 fs after the pump

pulse, is scarcely observable for the parent ion (see

the weak peak at Eel ¼ 0:1 eV in Figure 24.19).

Because of the internal conversion, the vibrational

energy in the Ã0 state is sufficiently high for an almost

complete dissociation into BaF and CH3. Hence, the

electron signal corresponding to the Ã0 state popula-
tion of the parent complex will be observed in coin-

cidence with the BaFþ ion. Notice how the dominant

peak in the electron spectrum of BaFþ appears at

Eel � 0:1 eV. The energy difference with respect to

the main peak of the electron spectrum for

Ba � � � FCHþ3 is 0.33 eV; this energy is very close to

the calculated energy gapbetween theAandA0 states,
namely 0.35 eV. Thus, the key point of the reaction

scheme is that the internal conversion from the initi-

ally excited Ã state to the next lower Ã0 state of the
complex is directly confirmed as the rate-determining

process for the laser-initiated reaction.

Reactions of metal complexes deposited
at the surface of large-size clusters

Not only has the reactivity of a van der Waals

complex been studied by photoinducing its reaction

by a laser pulse, but also the details of the bimolecular

reactionwhenboth species are residingonabigcluster.

A good representative example for such a photo-

inducedchemical reactiononacluster is thatofBaand

Cl2 on argon clusters (Ar)n, with n up to n ¼ 800. The

experiment was carried out in the set-up shown sche-

matically inFigure 24.20.TheAr-cluster beampasses

through aBacell, of the formof a small cylinder that is

moderately heated to produce a low-pressure Ba

vapour (�10�3 mbar), where the clusters pick up the

Ba atoms. The experimental conditions are optimized

to pick up one single atom of Ba on every Ar cluster.

Once the Ba � � �Cl2 complex is produced on the Ar

cluster, a laser pulse excites the Ba; this subsequently

reacts with the Cl2, leading to product chemilumines-

cence. This method offers an excellent means to

compare both cluster-phase and free gas-phase

chemiluminescent reactions.

In contrast to the gas-phase reaction, which leads to

the formation of the radical pair BaCl� þ Cl only, for

the cluster-supported reaction the intermediate BaCl2
was observed as the predominant luminescent chan-

nel. Figure 24.21 shows a comparison between gas-

phase (upper graph) and cluster-phase (lower graph)

chemiluminescence spectra; significant differences

can be observed in the two spectra.

Notice, for example, how the ‘red’ component

observed in the gas-phase spectrum has also disap-

peared in that of the cluster-supported case. On the

other hand, the cluster spectrum exhibits as dominant

feature a continuum, which is not present in the gas-

phase chemiluminescence. These studies lead to the

conclusion that BaCl�2 is the only chemiluminescent

product. Thus, the chemiluminescent reaction

Baþ Cl2 ! BaCl�2, closed under gas-phase collision
conditions, turns out to be possible; in fact, it

Figure 24.19 Ba � � � FCHþ3 and BaFþ photoelectron spec-
tra, measured at a delay time of 200 fs. Adapted from
Stert et al, Chem. Phys. Lett., 2001, 33: 299, with permis-
sion of Elsevier
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has become the dominant channel, because of very

efficient trapping of the reaction intermediate by

the cluster. As a result, this cluster specificity of

trapping, allowing observation of reaction inter-

mediates, opens up new interesting possibilities in

the field of reaction dynamics.

24.3 Non-metal van der Waals
complexes

The photochemistry of the I2 � � �Rg (Rg¼ He,
Ne) van der Waals molecules

To study theseweakly bound species,molecular beam

methods have been applied; thus, in many cases their

structure andbinding could be elucidated. In addition,

an extensive body of knowledge about their spectro-

scopy has been accumulated. In this section we shall

concentrate on the complex of iodinewith rage gases,

denoted I2 � � �Rg (Rg ¼ Ne;He). Since the binding

energies of these van der Waals molecules are typi-

cally a few hundred wave numbers, or even less, their

vibrational excited states, as shown in Figure 24.22,

are isoenergetic with continuous states (correspond-

ing to unbound fragments having some relative

kinetic energy). As a result, the vibrationally excited

molecule will eventually evolve into the unbound

state. This time-dependent radiationless process is

called vibrational predissociation.

Let us discuss the example of the I2 � � �Ne van

der Waals molecule; it is produced in supersonic
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Figure 24.20 Schematic view of the crossed molecular-beam apparatus to study reactions of metal complexes deposited
at the surface of large-size clusters. Reproduced from Mestdagh et al, Int. Rev. Phys. Chem., 1997, 16: 215, with permission
of Taylor & Francis Ltd

Figure 24.21 Comparison between gas (upper trace (a))
and cluster (lower trace (b)) chemiluminescence spectra
for the Ba� þ Cl2 reaction. Reproduced from Mestdagh
et al, Int. Rev. Phys. Chem., 1997, 16: 215, with permis-
sion of Taylor & Francis Ltd
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expansion by the process

I2 þ Neþ ðthird bodyÞ ! I2 � � �Ne

such that I2 � � �Ne is formed in the ground electronic

and vibrational states, with a narrow P(J), J ffi 0

distribution. This ground state is then laser excited

to the B3�0 state of the complex, containing v0 vibra-
tional quanta in the iodine stretching mode, i.e.

I2 � � �Neðv00 ¼ 0Þ þ h� ! I2 � � �Ne�ðv0Þ

Optical selection rules guarantee that, even with rela-

tively broadband excitation, the rotational distribu-

tion in the excited state will be similar to that of the

ground state.

The chemical bond is much stronger than the van

derWaals bond; therefore, after some time, the energy

flows from the original storage mode to the van der

Waals stretch mode. Thus, the molecule dissociates

according to

I2 � � �Ne�ðv0Þ ! I�2ðv0 � zÞ þ Ne

The energy in the z quanta is distributed between the

bond dissociation energy, rotational energy of the

product I�2 and relative kinetic energy of the recoiling
fragments. Finally, after roughly a radiative lifetime

of �1ms, the electronically excited I�2 decays by

fluorescence

I�2ðv0 � zÞ ! I2ðv00Þ þ h�

When there is little, or no relaxation between the

dissociation and the emission time of the product, the

emission spectrum contains information about the

product state distribution of the dissociation process.

These main processes discussed in this section are

summarized in Table 24.1.

Several relevant questions in the studyof the photo-

dissociation of these van der Waals molecules are:

1. What is the time for energy redistribution from the

storage mode to the dissociative mode?

2. What is the final distribution of the energy initially

deposited in the storage mode?

3. What about other processes, if there are any, that

can compete with photodissociation?

Energy

v′–1

r, (io
dine stretch)

v′

R, (vdW stretch)

NeI2 (v′–1)

I2 (v′) – Ne

I2Ne (vi′)

I2Ne (v″=0)

I2(vf′) + Ne

k(vi′,vf′)

I2 lon-pair State

Fluorescence

Probe Laser

Pump Laser

kvp Continuum
States

Figure 24.22 Left: energetic diagram for the I2 � � �Ne system; both I–I and I2 � � �Ne distances are considered. Notice how
vibrationally excited states are isoenergetic with continuum states of the unbound fragments, which leads to vibrational
predissociation. Right: pump and probe scheme to estimate the lifetime of the excited I2 � � �Ne complex. Reproduced from
Willberg et al, J. Chem. Phys., 1992, 96: 198, with permission of the American Institute of Physics
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As an example, the lifetime and product state

distribution of the excited I2 � � �RgðRg ¼ He;Ne)
complex will be explored.

The lifetime can be determined by the measure-

ment of the spectral line broadening produced by

the finite lifetime of the initially excited state. A

typical fluorescence spectrum of the I2 � � �He
excited in the Bðv0 ¼ 12Þ  Xðv00 ¼ 0Þ band is

shown in Figure 24.23; the half-width at half-

maximum intensity converts to a predissociation

lifetime of 230 ps.

A more direct manner to determine the lifetime of

these excited complexes is to use real-time picose-

cond pump and probe techniques. For example, the

complex I2 � � �Ne is excited to a given initial vibra-

tional state v0i and the nascent I�2 is then detected in a

given final vibrational state v0f by using the laser

fluorescence method as sketched in the right panel

of Figure 24.22. There are several theoretical

approaches to study these state-to-state rates for this

vibrational predissociation. One of the most used

formalisms, developed by Beswick and Jortner

(1981), is summarized in Box 24.2.

Figure 24.24 illustrates some typical experiments

of transients for the I2 � � �Neðv0Þ ! I2ðv0 � 1Þ þ Ne

photodissociation. Three cases are shown, namely for

v0i ¼ 13, 18 and23,whose lifetimes are 216ps, 107ps,

and 53 ps respectively.

Figure 24.23 Typical fluorescence spectrum of the
I2 � � �He excited in the Xðv00 ¼ 0Þ ! Bðv0 ¼ 12Þ band.
The half-width at half-maximum is indicated. Reproduced
from Kenny et al, J. Chem. Phys., 1980, 72: 1109, with
permission of the American Institute of Physics

Figure 24.24 Typical transients for the fragmentation I2 � � � Neðv0Þ ! I2ðv0 � 1Þ þ Ne for several v0 states. Notice how
the lifetime increases as v0 decreases. Adapted from Willberg et al, J. Chem. Phys., 1992, 96: 198, with permission of the
American Institute of Physics

Table 24.1 Main processes in the photochemistry
of I2 � � � Rg (Rg ¼ rare gas) van der Waals molecules

Formation I2 þ Ne! I2 � � �Ne
Excitation I2 � � �Neðv00 ¼ 0Þ þ h� ! I2 � � �Ne�ðv0Þ
Dissociation I2 � � �Ne�ðv0Þ ! I�2ðv0 � zÞ þ Ne

Fluorescence I�2ðv0 � zÞ ! I2ðv00Þ þ h�

decay
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Box 24.2

The break up of a van der Waals molecule is a special example of indirect dissociation,
discussed in Chapter 15.

The photodissociation of the van der Waals-

complexes formed by one rare gas, say X, atom

and a diatom is an example of the well-known

case of twobonds inwhich the energyflows from

a chemical bond to aweaker van derWaals bond.

As shown in Figure 24.22, the energy deposited

in the chemical bond, in this example the I–I

bond, is redistributed to the reaction coordinate

(van der Waals-bond) leading to excited pro-

ducts. The system, therefore, lowers its initial

vibrational energy v0i, for example, by one quan-

tum; this energy is transferred into translational

motion of the I�2 and rare-gas fragments. Thus,

the whole system can be pictured as a reduced

two-vibrationalmotion problem. The formalism

developed by Beswick and Jortner (1981) gives

the following expression for the �ðv0i; v0fÞ state-
to-state rate:

�ðv0i; v0fÞ ¼
2p
h̄

���hv0ijr � rojv0fi
���2 l0

dU
dR

����
����e0

� �����
����
2

Here, the first term is the matrix element for the

intramolecular contribution, i.e. the vibrational

quantum number change of the I–I coordinate v,

and the second term represents the change of the

potential U with R (the distance between I and

X), estimated at the equilibrium position R0. In

the above expression, the quantumnumber of the

van der Waals vibration of I2 � � �X is l0, and �0 is
the state of the final translational continuum of

the products. Beswick and Jortner (1981)

derived a useful formula for the dissociation

rate, which is known as the energy gap or

momentum gap law, given by

�ðv0iÞ¼v0i exp �
pptrans
a�h

� �
¼v0i exp �

pð2mEtransÞ1=2

a�h

" #

where a is the range parameter of the Morse

oscillator model potential assumed in the V(R)

potential and v0i is the vibrational quantum num-

ber mentioned earlier. Owing to the anharmoni-

city of the intramolecular potential of I2, the

energy spacing between adjacent vibrational

levels, and consequently Etrans, is not constant

but diminishes with v0i. This leads to an increase
in the rate constant and, therefore, to a decrease

in lifetime.

A typical example of measured dissociation

rates is shown in Figure 24.B1 for the photodis-

sociation of He � � �Cl2. The data are represented
in a semi-log plot to emphasize the linear

dependence on v0i, as well as the exponential

dependence on (EtransÞ1=2, which is the same as

eðv0iÞ�eðv0i�1Þ, i.e. the energy spacing between
adjacent vibrational levels (Cline et al., 1986).

Figure 24.B1 He � � � Cl2 photodissociation rates.
A semi-log plot is used following the energy gap
model. Here, n indicates the vibrational quantum
number of the van der Waals complex. Reproduced
from Cline et al, J. Chem. Phys., 1986, 84: 1165, with
permission of the American Institute of Physics
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A comparison between measured lifetimes for the

I2 � � �Ne complex, using line broadening and transi-

ents experiments based on the aforementioned pico-

second pump and probe technique, is shown in

Figure 24.25. Good agreement in the qualitative v0i
dependence is observed; as v0i increases, the predis-

sociation rate increases and, correspondingly, the

lifetime decreases.

In general, the reaction rate increases with v0i in a

monotonicway.This trend iswell described by theory

and is clearly illustrated in the lower panel of

Figure 24.25.

Product state distributions can be determined

from the fluorescence spectra following laser exci-

tation of the van der Waals complex. A scheme of

the pump and probe process employed in these

studies is displayed in Figure 24.26 and an exam-

ple of emission spectra from product fragments is

shown in Figure 24.27.

In these two spectra, the van der Waals molecules

I2 � � �He and I2 � � �He2 were laser excited to the

B(v0 ¼ 22) state. A closer look at the fluorescence

spectrum indicates that, for I2 � � �He, the strongest

emission originates from the B(v0 ¼ 21) state. It is

also clear that the one-quantum dissociation channel

dominates the photodissociation process. For the

I2 � � �He2, the strongest emission is from the

B(v0 ¼ 20) state, and the two-quanta channel has

the largest cross-section, although one I2-stretch

quantum has the largest sufficient energy to break

two, or even three, I2 � � �He2 van der Waals bonds.

Figure 24.25 Lifetimes of the I2 � � �Ne complex in the
range v0i ¼ 12–25. Top: comparison between the complex
lifetimes measured by the pump and probe technique and
line width measurements. Reproduced from Willberg et al,
J. Chem. Phys., 1992, 96: 198, with permission of the
American Institute of Physics. Bottom: comparison be-
tween the experimental I2 � � �Ne lifetime values obtained
by the pump and probe technique and theoretically
calculated values using ab initio methods. Reproduced
from Delgado-Barrio, in Dynamical Processes in Molecular
Physics, 1991, with permission of IOP Publishing Ltd

Figure 24.26 Scheme of the pump and probe process
employed in the measurement of disperse fluorescence
spectra of an excited van der Waals complex. Reproduced
from Buck, in Dynamical Processes in Molecular Physics,
1991, with permission of IOP Publishing Ltd
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Interestingly, the one-quantum process, although

energetically allowed, does not seem to have been

observed experimentally. Thus, in the dissociation

of the I2 � � �He2, the breaking of the two van der

Waals bonds takes place sequentially, and the two

dissociation steps, namely

I2 � � �He2 ! I2 � � �Heþ He

and
I2 � � �He! I2 þ He

are independent and cannot share one I–I stretch

quantum.

From the analysis of the fluorescence spectrum of

large-size van der Waals complexes it was found that

the dissociation process favours the removal of a

larger number of quanta per particle as the complex

increases in size; at the same time, however, the

process becomes less efficient. In the small complex

I2 � � �Ne, the dominant process was the transfer of one

quantum, i.e. just the minimum, from the storage

mode to the dissociation mode. In larger complexes,

the transfer of additional quanta from the storage

mode seems to become dominant, indicating that the

process is not as direct as in small-size clusters. This

trend, an example of which is summarized in the

Table 24.2, can be rationalized by stating that one

transgresses froma smallmolecule limit toa statistical

limit as the complex becomes bigger. In other words,

dynamics fully governed by the strength of the intra-

molecular coupling (small molecule limit) evolves

into a statistical behaviour, mainly governed by the

density of states.

Before leaving this section we would like to

mention that clusters of rare-gas atoms plus

halogen-containing molecules are not always

floppy molecules. Sometimes they can be frigid

molecules. This is the case of the HXeI molecule;

they can be generated by the photolysis of HI

embedded in large Xen clusters. This HXeI mole-

cule exhibits a linear structure and large aniso-

tropy in polarizability. HXeI can be oriented by

the combined action of a static field and a non-

resonant radiation field (Nahler et al., 2003). The

clusters can be identified from the TOF spectra of

the H atoms formed by HXeI photodissociation

into Hþ XeI fragments. An example of such a

spectrum is shown in Figure 24.28 for the cluster

containing hni ¼ 2017 atoms of Ar. Note that the

TOF distribution is clearly asymmetric; the asym-

metry indicates that part of the intensity originates

from the dissociation of oriented molecules. The

Table 24.2 Branching ratio kzþ1=kz between the second
and first observed channels for the reaction I2ðzÞ � � �Nen !
I2ðvi � zÞ � � �Nen�1 þ Ne. Adapted from Levy (1989)

Species z kzþ1=kz

I2 � � �Ne 1 0.07

I2 � � �Ne2 2 0.75

I2 � � �Ne3 3 3.73

I2 � � �Ne4 4 4.8

I2 � � �Ne5 5 0.74

I2 � � �Ne6 6 1.16

Figure 24.27 Example of emission spectra from the excited products formed when the van der Waals complexes I2 � � �He
and I2 � � �He2 are excited into their Bðv0 ¼ 22Þ state. Adapted from Kenny et al, J. Chem. Phys., 1980, 72: 1109, with
permission of the American Institute of Physics
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H-atom intensity originating from the unoriented

IH molecule, also present in the beam, would

result in a symmetric TOF distribution. It is clear

that those H atoms emitted in the direction of the

detector would arrive earlier than those that were

initially flying in the opposite direction and then

turned around by the weak electric extraction field.

This different behaviour allows an easy separation

of the asymmetric part of the spectrum from the

rest, just depending upon which parent molecule

(unoriented HI or oriented HXeI) is photodisso-

ciated. Normally, the distribution due to the asym-

metric part (the shaded area in the spectrum) is

subtracted so that the two symmetric halves of

the remaining spectrum give identical results,

when transformed to the translational energy

distribution.

The evident asymmetry of the TOF spectrum

demonstrates the high anisotropy of the HXeI

clusters,whichmust be frigid andpractically confined

to their ground rotational state. This almost rotation-

less character was corroborated by theoretical

calculations.

The Hþ CO2 ! HOCO! HOþ CO reaction

Femtosecond pump and probe experiments allow for

real-timemeasurements of the collision complex life-

time, as we have seen earlier. Suppose the AB � � �CD
complex is formed in a supersonic expansion. If the

AB molecule undergoes photofragmentation along a

preferred direction on photolysis leading to hot A

atoms, then not only can the ACD complex lifetime

be measured, but also the time evolution of the

ACþ Dproducts formed in the bimolecular reaction.

Figure 24.29 Hþ CO2 ! HOCO! HOþ CO PES. Notice the HOCO potential well between reagents and products
configurations. Reproduced from Zewail, in Atomic and Molecular Beams, 2001, with permission of Springer Science and
Business Media

Figure 24.28 TOF spectra of the H atoms formed by
H � Xe � I photodissociation into Hþ XeI fragments. The
spectrum corresponds to the hni ¼ 2017 cluster, i.e.
H � Xe � I � � � Xe2017. Reproduced from Nahler et al, J. Chem.
Phys., 2003, 119: 224, with permission of the American
Institute of Physics
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One such example is the Hþ CO2 ! HOCO!
HOþ CO successive reaction, whose PES is shown

in Figure 24.29.

In the experiment (e.g. Scherer et al., 1990; Ionov

et al., 1993), the van der Waals IH � � �CO2 complex

is irradiated with UV light of suitable wavelength. As

a consequence, hot H atoms form and subsequently

react with the CO2 end of the complex to yield OH.

When monitoring the OH* fluorescence as a function

of the pump and probe delay time (see data shown in

Figure 24.30), the lifetime of the HOCO collision

complex could be estimated and was found to be of

the order of 1 ps. This lifetime is consistent with the

observation of a long-lived complex from angular

distribution measurements obtained in OHþ CO

crossed-beam reaction experiments. Molecular

dynamics calculations using ab initio potentials are

alsoconsistentwith sucha long lifetime for theHOCO

intermediate. This reaction is oneof the better-studied

van der Waals reactions.

Photodetachment of negative ion clusters

An elegant method to arrange the reagents in a transi-

tion-state configuration is one inwhich the complex is

only stabilized in the formof anegatively charged ion.

Such a case is shown qualitatively in Figure 24.31. A

bound ABC� species is excited by light of a fixed

wavelength, which transforms the initial ABC� com-

plex into the unstable [ABC]z intermediate transition

state plus an emitted electron, whose translational

energy has been imprinted on the [ABC]z internal

energy structure. The energy structure, which can be

deduced from analysing the photoemission spectrum,

Figure 24.31 Qualitative view of the bound ABC� and
the unbound ABC potential energy curves.

Figure 24.32 FH�2 photodetachment spectra. Both
para-FH�2 and normal FH�2 cases are shown, together with
theoretical calculations. The peak structure was
demonstrated to correspond to the bending motion in
the transition-state region of neutral FH2. Adapted from
Manolopoulos et al, Science, 1993, 262: 1852, with per-
mission of AAAS
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Figure 24.30 OH* fluorescence from HOCO disintegra-
tion, as a function of the pump and probe delay time. The
lifetime of the HOCO collision complex is estimated as tc

� 1 ps. Reproduced from Ionov et al, J. Chem. Phys.,
1993, 99: 6553, with permission of the American Insti-
tute of Physics
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may correspond to vibrational modes of the inter-

mediate transition state. A good example of this

transition-state spectroscopy is that of a hydrogen

transfer reaction, e.g. Fþ H2 ! HFþ H.

In Figure 24.32 the spectra obtained from a FH�2
photo-detachment experiment (Manolopoulos et al,

1991) are shown. The FH�2 complex is formed by

clustering F� with both para-hydrogen and normal

hydrogen. The two spectra, one for the para and the

other for the normal FH�2 , agree extremely well with

exact 3D quantum reactive scattering calculations,

namely ab initio calculations which predict a bent

jFHHjz transition-state configuration. The observed

spectral structure can be attributed to bendingmotion

in the transition state. Upon photon excitation the

linear FHH� complex is projected into the transi-

tion-state region of neutral FH2. Since themost stable

configurationof the latter species isbent, theprojected

FH2 ends up with significant excitation in its bending

motion.

On inspecting the peak structure of both panels in

Figure 24.32 one observes a more pronounced peak

structure for the para-FH�2 case compared with that

of normal FH�2 . The reason is that the para and ortho
cases are distinct. Whereas para-FH�2 has only the

bending states that correlate with Fþ H2 (J even),

the normal case has those bending states that correlate

withH2 (Jevenandodd, in the ratio1:3). Interestingly,

a clear peak located at 1.044 eVcanbe observed in the

para-FH�2 spectrum (also reproduced by the theore-

tical calculation). This peak corresponds to a scatter-

ing resonance due to a quasi-bound state in the

Hþ HF product valley, directed along the reaction

coordinate rather than perpendicular to it.
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25
Solvation Dynamics:

Elementary Reactions

in Solvent Cages

For chemical reactions in solution, the solvent

plays an important role in the elementary processes

of bond making and breaking. For example, it may

enhance bond formation by trapping reactive spe-

cies in a ‘solvent cage’ on the time-scale of the

reaction; it also may act as a ‘chaperone’ that

stabilizes energetic species. One of the most stu-

died reactions in the condensed phase is that of

dissociation of neutral iodine molecules; most

recently, it has been studied using ultrafast lasers

to investigate its femtosecond dynamics.

25.1 Dissociation of clusters
containing I2

Clusters of neutral iodine molecules, I2, in argon

can be produced in a molecular beam. The average

size of the clusters formed can be adjusted in the

range of 40 to 150 argon atoms, as a function of

backing pressure, at an average temperature of

�30 K or less. The real time dynamics of cluster

dissociation has been studied by Zewail and co-

workers (Zewail, 1995). The dissociation of the I2

within the cluster is induced by a femtosecond

laser pulse, which prepares a wave packet, either

on the A state above its dissociation limit to I*þ I,

or on the B state at different energies below or

above dissociation (to Iþ I*). The time and

dynamics for bond breaking in these two states

are very different. Figure 25.1 shows the potential

curves for the I2 molecule in different electronic

states. It is evident from the potential energy level

manifold that the gas-phase dissociation in the

excited A state directly generates I atoms, with

large translational energy. In contrast, for the B

state, a crossing from a bound to a repulsive sur-

face is encountered, and hence the dissociation, or

predissociation, process is indirect.

The presence of the argon cluster gives rise to a

solvent cage, and as a result a ‘solvent barrier’ to

dissociation is generated by the repulsion between

iodine and argon atoms.

A second femtosecond pulse can be used to probe

the motion of the wave packet by detecting the LIF of

I2 in the argon clusters at the characteristic wave-

lengths. The time evolution of the I2 fluorescence is

shown in Figure 25.2.

In the top panel of Figure 25.2 the first peak

represents the wave-packet preparation of the initial

I2 molecule. The signal decreases when the delay

time increases, which reflects the wave-packet

motion towards the region where the internuclear

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



separation I � � �I increases, i.e. the molecule no

longer absorbs the probe laser and, consequently,

its fluorescence is substantially reduced. Notice,

for example, how the fluorescence signal becomes

almost zero at a delay of �250 fs, but it recovers

after a further 300 fs delay. This recovery can be

interpreted as the coherent motion of the wave

packet recoiling back towards shorter I � � � I dis-

tances, such that the I2 molecule can again be

probed by the second femtosecond laser pulse.

This recovery is somewhat similar to the coherent

motion of the I2 molecule in its bound state.

The reason for this coherent behaviour on a sub-

picosecond (<10�11 s) time-scale can be asso-

ciated with the recoiling from a ‘frozen’ solvent

cage: the ‘hot’ I2 molecule is cooled by collisions

with the argon cluster atoms. Support for this

dynamical picture has been provided by molecular

dynamics calculations.

Also shown in the Figure 25.2 (bottom panel) is

the time evolution of the system fluorescence when

the B state of I2 is excited. Dissociation from this

state implies both slower bond breaking and

slower recombination of the fragments. No femto-

second fall and rise of the fluorescence signal is

observed, as for the previous case. Since both

the decay of the B state (via predissociation) and

the recombination occur on the picosecond

time-scale, the recovery reflects a significantly

equilibrated distribution. Now the solvent cluster

has sufficient time to absorb the energy of the

dissociating iodine atoms, its structure is more

relaxed and the atoms separate to long internuclear

distance, which allows the argon (solvent) atoms

to migrate between them.

Experiments of the kind described above, i.e.

the study real-time dynamics of chemical reactions

in solvent cages, have provided deep insight into

several key factors that seem to control the chemical

process. For example, it is clear that the time-scale

for bond breaking is crucial to the subsequent

bond-making (caging) dynamics. It also becomes

clear that the caging phenomenon involves initial

coherence femtosecond motion followed by (inco-

herent) cooling via energy transfer to the solvent.

25.2 Dissociation of clusters
containing I�2

Molecular clusters offer an environment in which the

size of the solvent cage surrounding a chromophore

can be controlled to study the effect of solvation

on reaction dynamics. In addition, when charged

species are employed, this type of investigation

can be accomplished for mass-selected clusters

by using mass spectrometric techniques.

A well-known example for such a detailed study is

that of I�2 � � � ðCO2Þn cluster ion photofragmentation

for 0 � n � 22, carried out by Lineberger and

co-workers (see Papanikolas et al. (1991)). Studies

of the I�2 � � � ðCO2Þn photofragmentation and the

Figure 25.1 Potential curves for I2 in different electronic states. Notice how the dissociation from the excited A state
is direct, whereas from the B state it is not (because of the crossing from a bound to a repulsive surface). Reproduced
from Zewail; in Femtosecond Chemistry, Vol 1, 1995, with permission of John Wiley & Sons Ltd

350 CH25 SOLVATION DYNAMICS: ELEMENTARY REACTIONS IN SOLVENT CAGES



subsequent recombination of I�2 have shown that no

caging occurs for n < 5, then the effect increases

steadily from n ¼ 6 onwards, until complete caging

is reached for n ¼ 16, at which the first so-called

solvent shell is formed.

The I�2 � � � ðCO2Þn cluster ions can be formed

by supersonic expansion of a gas mixture produced

by flowing pure CO2 over solid iodine crystal.

The I�2 � � � ðCO2Þn clusters are formed in the pulsed

free-jet expansion by an electron beam. As shown

Figure 25.2 Topandmiddle: timeevolutionof theI2fluorescence,withI2prepared intheAstate; thefirstpeak represents the
wave-packetpreparationoftheI2molecule.Seetext for furthercomments.Bottom:timeevolutionoftheI2fluorescence,withI2
prepared intheBstate.ReproducedfromZewail; inFemtosecondChemistry,Vol1,1995,withpermissionofJohnWiley&SonsLtd
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schematically in Figure 25.3, these ions are injected

into the primary TOF spectrometer by using a pulsed

electric field. This extraction pulse constitutes the first

acceleration stage of a Wiley–McLaren TOF mass

spectrometer. At the exit of the extraction region the

ionic cluster enters into a second acceleration stage,

receiving an additional kinetic energy for the TOF

mass analysis. At the spatial focus of the primary

TOFMS, denoted by SF1, the cluster ions intersect a

pulsed laser beam. The adjustment of the time delay

between the extraction pulse and that of the laser

allows for mass-selective excitation. The absorption

of a photon by the selected cluster produces neutral

and ionic photofragments that can be separated from

each other, and also from the parent ion, by the reflec-

tron-type TOF mass analyser. By adjusting the reflec-

tron field one can refocus either the initial parent ion or

the ionic photofragment.

Using this technique, size-dependent photodisso-

ciation and geminate recombination of the I�2 chro-

mophore in I�2 � � � ðCO2Þn cluster ions (with

0 � n � 22) can be investigated utilizing picosecond

pump and probe laser techniques. This is accom-

plished as follows. The size-selected I�2 � � � ðCO2Þn
ion absorbs a 720 nm photon from a picosecond

laser pulse (pump pulse), which dissociates I�2 inside

the cluster. Since the dissociating I�2 no longer absorbs

the 720 nm radiation, only when the recombined I�2
chromophore has reached a region in the potential

curve with significant 720 nm absorption can the

excited cluster ion absorb a second 720 nm photon

from the picosecond probe pulse.

The absorption of two (time-delayed) 720 nm pho-

tons by a single cluster is easy to recognize, because

it leads to the evaporation of 12 to 13 CO2 molecules;

as a consequence, ionic products are formed that are

easily distinguished from those ionic products gen-

erated in individual single-photon absorption.

Essentially two types of fragment ion are observed,

namely I�2 -based and I�-based photofragments. In the

former case, the photodissociated I�2 chromophore

has recombined and becomes vibrationally relaxed.

For the second type of photofragment, the iodine atom

has escaped the cluster ion. The ‘caging fraction’ is

defined as the yield for caging, in other words the

branching ratio for production of caged I�2 photopro-

ducts, indicating that the CO2 solvent has induced

Iþ I� recombination. These two types of process,

after interaction of the selected cluster with a 720

nm laser pulse, are

I�2 � � � ðCO2Þn þ h� ! I� � � � ðCO2Þm þ I

þ ðn� mÞCO2 ð25:1Þ
I�2 � � � ðCO2Þn þ h� ! I�2 � � � ðCO2Þk
þ ðn� kÞCO2 ð25:2Þ

Figure 25.4 shows this caging fraction as a function of

the cluster ion size. Three regions can be noticed.

First, for n � 5 the caging fraction is zero; then, for
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Figure 25.3 Experimental set-up to form and investigate I�2 � � � ðCO2Þn cluster ions. The ions are formed in a pulsed
free-jet expansion by exposure to an electron beam. Reprinted with permission from Papanikolas et al, J. Phys. Chem. 95:
8028. Copyright 1991 American Chemical Society
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6 � n � 15 it increases smoothly, until for n � 16 it

has reached unity. The onset of complete caging for

n � 16 is due to the formation of the first so-called

solvation shell.

The pump and probe technique using picosecond

lasers also allows us to investigate the I�2 � � � ðCO2Þn
cluster ion photofragmentation dynamics in real time.

An example of such an investigation is shown in

Figure 25.5 for cluster size n ¼ 12–17, where the

absorption recovery of I�2 is displayed as a function

of the pump–probe delay.

In the experiment yielding the results displayed in

Figure 25.5, the pump and probe pulses are identical in

wavelength, which manifests itself in the symmetry of

the curves about zero delay (see Papanikolas et al.

(1992)). The number below each cluster size asso-

ciated with the individual data traces represents the

fraction of caged products following absorption of a

single photon. The local absorption maximum around

2 ps in the larger cluster sizes is due to a recurrence in

the photodissociated-cluster absorption recovery.

This indicates that the coherent I�2 nuclear motion is

maintained for at least a few picoseconds following I�2
photo-excitation. But notice how the recurrence gra-

dually disappears as the cluster size decreases from

n ¼ 16 to n ¼ 14. Thereafter, the recurrence peak

becomes a shoulder for the cluster with n ¼ 14, and

then is completely absent for n ¼ 13 and n ¼ 12.

25.3 Proton-transfer reactions

Proton-transfer reactions play a key role in solution

chemistry, and more specifically in acid–base reac-

tions. Conceptually, the bond-breaking and bond-

making dynamics in any chemical reaction involve

the redistribution of electrons between ‘old’ and

‘new’ bonds. In the class of reactions denoted as

proton-transfer reactions, the crucial step involves

the motion of a hydrogen atom (H), which typically

occurs on the picosecond or femtosecond time-scale.
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Figure 25.4 Caging fraction, as a function of the clus-
ter ion size. Three regions can be noticed: (i) for n � 5
the caging fraction is zero; (ii) for n � 16 it is unity; (iii)
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comments. Reprinted with permission from Papanikolas
et al, J. Phys. Chem. 95: 8028. Copyright 1991 American
Chemical Society
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Figure 25.5 Time evolution of the I�2 � � � ðCO2Þn photo-
fragmentation. Absorption recovery of I�2 , as a function
of the pump–probe delay. Reproduced from Papanikolas
et al, J. Chem. Phys., 1992, 97: 7002, with permission of
the American Institute of Physics
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Proton-transfer reactions have been studied in

finite-size clusters involving ammonia or water as

solvent molecules. One particular system falling

into this category has been studied extensively,

namely 1-naphthol, here referred to as AH, solvated

by ammonia.

Proton-transfer systems have as a common

feature a significant change in their pKa due to

electronic excitation. For example, the pKa value

of AH in solution changes from pKa 9.4 in the AH

ground state to pKa 0.5� 0.2 in its excited state. As

outlined in Box 25.1, this change means that AH is

a weak acid in its ground state, but a strong acid

after photon excitation. It is precisely this signifi-

cant pKa change that makes it possible that acid–

base reactions can be induced by ultra-short laser

excitation.

Generally speaking, the specific proton-transfer

reaction for AH can be written as

AH� � Bn ! ½A�� � � �BnHþ� ! A�� þ BnHþ

Figure 25.6 Dynamicsof theacid–base reaction indiffer-
ent-sized clusters of 1-naphthol in ammonia. The cluster
distribution is displayed in the inset. Reproduced from Ze-
wail,inFemtosecondChemistry,Vol1,1995,withpermission
of JohnWiley& Sons Ltd

Box 25.1

The pKa of an acid

According to the Brönsted–Lowry theory, an

acid is a proton donor and a base is a proton

acceptor. Thus, the proton transfer equilibrium

in water of an acid AH can be written as

HAðaqÞ þ H2OðlÞ !H3OþðaqÞ þ A�ðaqÞ

with an equilibrium constant K given by

K ¼ aH2OþaA�

aHAaH2O

In these expressions, aX is the activity of X. If we

restrict ourselves to dilute solutions, and take

into account that the activity of pure water is

unity, the above equilibrium can be written in

terms of the acidity constant as

Ka ¼
aH2OþaA�

aHA

Normally, for dilute solutions, the approxima-

tion is made of replacing the activities in activity

constants by the molar concentrations. Thus Ka

can be approximated by

Ka 	
½H3Oþ�½A��
½HA�

Therefore, the higher theKa value is, the stronger

the acid. Since the Ka values span a very large

interval, it is common to use its negative loga-

rithm pKa, defined as

pKa ¼ � logKa

As a result, a high value of pKa indicates a very

small value ofKa and, consequently, a very weak

acid. Typical examples of pKa (referred to water

at 298 K) are as follows:

phosphoric acid (first dissociation) 2.12

acetic acid 4.75

ammonium ion 9.25
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where AH represents a-naphthol and Bn is the solvent

molecule, ammonia or water, with cluster size n¼ 1,

2, 3, . . . up to n¼ 20 or n¼ 25. The dynamics of the

acid–base reaction for different-sized clusters of

1-naphthol in ammonia are shown in Figure 25.6;

the cluster size distribution is displayed in the figure

inset.

The displayed transient reveals the marked

dependence on the cluster size n. For n¼ 1, AH*

exhibits fluorescence decay with a time constant of

38� 1 ns, with no evidence for proton transfer. Proton

transfer takes place when the cluster size reaches

n¼ 3; in this case, the AH* fluorescence decay is

much faster. The actual data can be fitted with two

decay components, a short one of 52 ps and a much

longer one of 1.2 ns. The fast component can be

attributed to the proton-transfer reaction and the

slower one is associated with solvent reorganization.

Interestingly, the reaction rate measured in the solu-

tion phase is 35� 5 ps.

When using water instead of ammonia as a sol-

vent in such clusters, no evidence for proton trans-

fer was found in time-dependent dynamic studies

for n¼ 20.

What are the key factors that control the H transfer

reactions? Normally, the configurations AH* and

HþBn are very different, and the hydrogen bond is

relatively weak. For this reaction, a double-well

potential along the reaction coordinate is used to

model the PES. For the ion-pair product state the

potential is changed, taking into account the coulom-

bic interaction and the solvent cage effect. Therefore,

the barrier to proton transfer originates from a cross-

ing of a covalent (reactant) state and a coulombic

(product) ion-pair state. In many cases, tunnelling

across this barrier has been found to be the dominant

mechanism to reproduce the experimentally observed

proton-transfer times, which are typically of the order

of picoseconds.
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26
Laser Studies of Surface

Reactions: An Introduction

The research of modern surface science has attracted

considerable attention because of its links to important

technological advances in microelectronics, corrosion

studies and heterogeneous catalysis. This chapter ad-

dresses the latterfield in the formofcatalysisat thegas–

solid interface, and more specifically touches on the

role that lasersplayinthestudyofsurface reactions.We

start with a short resumé of metal surface properties

before the main features of molecule–surface interac-

tion and, subsequently, the basic mechanisms of sur-

face chemical reactions are covered.

26.1 Resumé of metal surface
properties and electronic
structure

In a crystal, the spacing of the lattice points is an

important parameter to define its structure. In crystal

structure theory one normally uses the so-called

Miller indices (hkl) to characterize the lattice plane.

These indices are the reciprocal of intersection dis-

tances (any resulting fractions are removed by multi-

plying with an appropriate factor). For example,

in a 2D rectangular lattice, such as the one shown in

Figure 26.1, the planes passing through the lattice

points are represented by the smallest intersection

distances at which they intersect the a- and b-axes.

In this particular example these distances are (1a,1b);

therefore, the 2DMiller indices will be (1,1). The 2D

Miller indices would be (0,1) if the intersections were

(1,1). The extension to three dimensions is straight-

forward, and as an illustration Figure 26.2 depicts

some representative planes in three dimensions and

their related Miller indices.

In surface chemistry, the surfaces are labelled,

therefore, according to the lattice plane they expose,

and thus theMiller indices are normally used for their

description. With care in the sample preparation, one

can create specific surfaces by cutting the bulk sample

along a lattice plane. Thus, depending on the selected

orientation of the cutting plane, extremely flat sur-

faces can be obtainedwith a high density of atoms per

unit area, or more open surfaces showing terraces,

steps and kinks; these are often referred to as corru-

gated or vicinal surfaces. Surfaces present periodicity

in two dimensions, although their structure is 3D at

the atomic scale. This means that, to build a surface

from its unit cell by translation, only two vectors are

required for the representation.

Adsorbates on the surface may sometimes produce

ordered overlayers with their own periodicity; conse-

quently, the adsorbate structure is added to that of the

substrate metal surface. For example, the notation

M(110)–c(2� 2)O means that oxygen atoms form

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



an ordered overlayer with a unit cell having twice the

dimensions of theM(110) unit cell; here,M stands for

the metal. This notation does not specify where the O

is located with respect to the M atoms. It can be any-

where as long as the periodic structure is (2� 2) with

respect to the M(110) surface.

Generally speaking, the electronic structure and

properties of a metal surface are different from those

of the bulk.We shall describe in the following someof

the basic ideas about the electronic structure of the

surface, as this structure plays a crucial role in the

surface–atom/molecule interaction. The description

will only be qualitative and closer to the chemist’s

point of view, i.e. in the more familiar form of mole-

cular orbital and bonds. In the simplest picture, the

orbitals of the molecule AB are the result of the linear

combination of two atomic orbitals associated with

the atoms A and B, as shown schematically in Figure

26.3. This combination leads to two molecular orbi-

tals, namely an antibonding orbital at higher energy

and a bonding orbital at lower energy. From chemical

bonding theory, we know that the higher the overlap

between the two atomic orbitals the larger is the

energydifference between the twomolecular orbitals.

As is well known, the metallic bond can be viewed

as a collectionofmolecular orbitals originating froma

large number of atoms. Consequently, these molecu-

lar orbitals are very close and form a continuous band

of levels, as shown schematically in Figure 26.4. The

higher the overlap between the electrons thewider the

band is. Thus, s-electrons are typically strongly delo-

calized; in other words, they are not localized in well-

defined spaces between the atoms and, therefore,

almost form a free-electron gas. Consequently, the

s-band is very broad. In contrast, the d-electrons of a

metal have well-defined shapes and orientations,

which are largelypreserved in themetal.Accordingly,

the interaction isweak and the band they form ismuch

narrower than that originating from s-electrons.

b

a

Figure 26.1 Thedimensionofaunitcellandits relationto
the plane passing through the lattice points

Figure 26.2 Examples of crystal planes, for a cubic
crystal, and their Miller indices. Note that a zero in the
Miller indices indicates that the plane is parallel to the
corresponding axis

Figure 26.3 Schematic representation of the formation
of two molecular orbitals (bonding and antibonding) by
combination of two atomic H(1s) orbitals. The lowering
of the energy with respect to that of the atomic orbital
level leads to the chemical bond
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Viewing the band as a collection of a large number

of molecular orbitals, the lower molecular orbitals of

the bandmay be associated with bonding orbitals and

the higher ones will be antibonding; those in the

middle turn out to be non-bonding. In this picture,

metals with a half-filled band have very high melting

points and cohesive energy.

Within a band, each energy level is called a state.

Thus, the important magnitude to consider is the so-

calleddensityof states (DOS), i.e. thenumberof states

at a given energy. The DOS curves normally have

structures whose shape depends on (i) the electrons

involved, (ii) the crystal structure and (iii) symmetry.

For our discussion, we will simplify these shapes and

plot theDOS of transitionmetals (unless stated other-

wise) by smooth curves, as shown in the right panel of

Figure 26.4. These bands are filled with valence elec-

trons of the atomsup to a specific level,which is called

the Fermi level. If the metal were a molecule, the

Fermi level would be called the HOMO.

When a crystal is cut and a surface is created,

naturally some bonds are broken. The orbitals in-

volved in the bond breaking no longer overlap with

thoseof the removedatomand, therefore, the resulting

band becomes narrower.

In addition to the DOS, there are other important

electronic properties of the surface.One of these is the

so-called work function, which is the minimum

energy required to remove an electron from the

Fermi level to the vacuum level. The latter is a state

where the electron is at rest and it does not interact

with the metal. Note that the equivalent parameter for

a molecule is the ionization potential.

The work function plays an important role in cata-

lysis. The actual value of the work function depends

not only on the nature of the solid (bulk contribution),

but also on the surface structure, i.e. on the density of

atoms at the surface. To understand this surface con-

tribution to the work function we need to take into

account the electron distribution near the metal sur-

face.Oneof simplest andmostwidelyusedmodels for

this electron distribution is the jellium model. This

model describes themetal as a ‘jellium’, consisting of

an ordered array of positivemetal ions surrounded by

a sea of electronswhose properties are those of a free-

electron gas.

As displayed in Figure 26.5, the attractive forces

between the positively charged cores are not strong

enough to keep the valence electrons inside themetal.

Asa result, part of the electrondensitydistribution lies

outside the metal surface. This negative charge is not

compensated by positive ions, and hence a dipole

layer is created at the surface with the positive end

pointing to the inside. The energy necessary to sur-

mount the surface dipole layer is the surface contribu-

tion to the work function; its contribution depends

strongly on the surface structure. For example, a sur-

face with a plane orientation of (110) is more open

than the (111) orientation, and thus itwill have a lower

work function. The (111) surface is the most densely

packed surface. In addition, the higher the number of

surface defects the lower the work function is. Thus,

the important quantity in surface reaction is not the

Figure 26.4 Simplified density of states (DOS) of metals,
showingthebroadbandofthedelocalizeds-andp-electrons,
together with the narrower band of the more localized
d-electrons. Adapted from Niemantsverdrief, Spectroscopy
in Catalysis, 1993,with permission of JohnWiley& Sons Ltd

Figure 26.5 Schematic of the electron distribution in the
model metal ‘jellium’, forming the electric double-layer re-
sponsible for the surface contribution to the work function.
Adapted from Niemantsverdrief, Spectroscopy in Catalysis,
1993,with permission of JohnWiley& Sons Ltd
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(averaged) macroscopic work function, but the work

function of the specific site of the surface under study.

The latter is known as local work function, which is

normally defined as the difference between the poten-

tial of an electron right outside the surface dipole and

the Fermi level of the metal.

26.2 Particle–surface interaction

From a conceptual point of view, the interaction of an

atomormoleculewitha solid surface involves thesame

forces that are known from the theory of chemical

bonding. However, there is an important difference

with respect to the gas-phase scenario, namely the

dimensionality of one of the partners. The surface is a

macroscopic medium with an ‘infinite’ number of

electrons that interactwith an individual atomormole-

cule. In spite of this difference, some basic similarities

remain, andmany of the concepts present in the theory

of chemical bonding can be transferred to the mole-

cule–surface interaction. For example, the strength of

the interactionisbasedonthe typesofforce involved. In

the case of molecule–metal interactions, two broad

categories can he distinguished, namely (i) weak inter-

action, leading to physisorption, and (ii) strong inter-

action, which is responsible for chemisorption.

Physisorption is a process in which the electronic

structure of themolecule or atom is practically unalter-

eduponadsorption.Theequivalentmechanismin(gas-

phase) molecular physics is van derWaals bonding, in

which the attractive force is due to dispersion forces.

Chemisorption is an adsorption process that resem-

bles the formation of an ionic or covalent bond in

molecular physics. Here, the electronic structure of

the adsorbate is significantly altered and sometimes,

as happens in ionic bonding, charge transfer from one

partner to the other takes place (e.g. from substrate to

adsorbate). The change of the electronic structure of

the adsorbate can evenproduce newmolecules, e.g. as

found in dissociative chemisorption.

Although conceptually one can notice some simila-

rities between adsorption and molecular bonding, as

just shown, there are other basic features which are

totally different. An example is the range of the inter-

action potential. Consequently, different models to

describe bonding in molecular physics and adsorption

are required. In order to elucidate this, let us contem-

plate the process of physisorption of a non-reactive

atom or molecule. The van der Waals interaction

between two neutral atoms, or molecules, is described

by the interaction of mutually induced point dipoles.

Consider a dipole �1, which has been formed by a

temporally charge fluctuation. If a molecule is placed

at a distance r from the point dipole �1, the electric

field seen by the molecule due to �1 will be

ðE ¼ a�1=r3. The dipole moment induced by E at r

would be�2 � a�1=r3, where a is the polarizability of
the molecule. The interaction potential of this dipole

�2, caused by the field of the first dipole, would be

proportional to E and �2, i.e. VðrÞ � a�21=r
6: In other

words, the attractive part of thevan derWaals potential

has an r�6 dependence. In contrast, the physisorption

of an atom or molecule on a solid surface needs a

distinct model description, as discussed in detail in

Box 26.1. Here, the attractive interactionwith the solid

leads to the formation of image charges. It can be

shown that in lowest order approximation, the image

potential exhibits an r�3 dependence, with r being the

distance between the atom and the surface.

Sorption mechanisms like physisorption or chemi-

sorption constitute extremes of behaviour. There is a

wide range of intermediate adsorption cases that can

neitherbe classified asphysisorption (i.e.weakbinding

and ‘chemically unaltered’ adsorbate and substrate),

or as chemisorption (strong binding and significant

chemical change). The main differences among these

three categories can be understood by taking into

consideration the electronic level structure of the ad-

particle and the surface, as displayed in Figure 26.6.

The basic feature is the energetic position of the

HOMO and LUMO of the ad-particle with respect to

the metal’s Fermi level. For an open-shell atom, or

molecule, the HOMO and LUMO are degenerate. If

thepositionof theseorbitals isbelowtheFermi level, as

is thecase in the rightpartof thefigure, thead-particle is

chemisorbed, with a typical value for thewell depth of

severalelectronvolts.Aphysisorbedclosed-shellatom,

or molecule, is characterized by a low-lying fully

occupied HOMO and a high-lying LUMO (shown at

the far left of the figure). Therefore, in these cases the

interaction is very weak and the potential well has a

very shallow well, of the orderD < 0:1 eV.
The intermediate adsorption scenario is shown in

the central part of Figure 26.6. Themain difference to

the physisorption case is that the LUMO is now rather
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close to the Fermi level, and it may even incorporate

into the bonding as a result of some attractive interac-

tion, e.g. as a consequence of polarization effects.

The simplemodel for studying chemisorption is the

so-called resonant level model; it is illustrated in

Figure 26.7. Once again, the metal is described by

the jelliummodel (recall that in themodel d-electrons

are neglected), and as the adsorbate an atom is con-

sidered. Here, only two energy levels, 1 and 2, are

relevant: level 1 is occupied and its ionization poten-

tial is denotedby I; and level2 is emptyand its electron

affinity is EA.

As the atom approaches the surface, the atomic

electron wave functions interact with the charge den-

sity of the metal and, as a consequence, both levels

broaden, forming the so-called ‘resonance levels’.

This situation is depicted in the figure where one

can see how level 1 continues to be occupied and

level 2 remains empty. However, this type of energy

diagram for a chemisorbed atom is not the only one

possible. Several alternativepossibilities are shown in

Figure 26.8. For example, themiddle panel represents

the case in which the atom exhibits an ionization

potential lower than the work function of the metal.

This would result in a broadened resonant level 1,

located mostly above the Fermi level. Therefore,

most of the electron density of level 1 would end up

on themetal; in other words, the ad-atom is positively

charged. This is the case for alkali atom adsorption on

a large number of metals.
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physisorption
(e.g. H2)

intermediate
(e.g. CO)

chemisorption
(e.g. H)

D < 0.1 eV D ≈ several eVD < 0.1 eV∼

Figure 26.6 Schematic illustrationof three types of adsorption. From left to right: order of levels typical for physisorption,
intermediate adsorption and chemisorption; typical values of the well depth D are indicated. Adapted from Harris, in
‘‘Dynamics at the gas-Solid Interface’’, Faraday Discussions, 1993, 96, with permission of The Royal Society of Chemistry
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Figure 26.7 Resonantlevelmodelforanatomchemisorbed
on the model metal ‘jellium’. Notice the broadening of
the adsorbate orbitals. Adapted from Niemantsverdrief,
Spectroscopy inCatalysis, 1993,withpermissionofJohnWiley
&SonsLtd
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The opposite situation, i.e. an atom with a high

electronaffinity (close to thevalueof thework function

or even higher), is shown in the right panel of Figure

26.8. Now the broadened level 2 is partially below the

Fermi level, and thus becomes partially occupied;

hence, the ad-atom is negatively charged. Examples

of such behaviour are the adsorption of atomic species

like F or Cl on metal surfaces. This distinct behaviour

explains the change in work function associated with

chemisorption. Whereas alkali atoms lower the work

function of the substrate, halogen atoms increase it.

The resonant-level model can be extended to the

adsorptionofmolecules; for example, it canbeused to

explain why a diatomic molecule (e.g. H2 or CO)

dissociates on a surface. Two typical cases of interac-

tion between a molecular adsorbate and a metal

are demonstrated in Figure 26.9. Instead of atomic

orbitals, now two molecular orbitals need to be con-

sidered, specifically the HOMO and LUMO.

In the first type of interaction, the one shown in the

left panel in Figure 26.9, the metal exhibits a work

function whose value is between the ionization poten-

tial and the electron affinity of the molecule. Despite

the broadening of the levels after adsorption, the occu-

pation of such levels stays unaltered with respect to

the free molecule case. This situation is a limiting

case in which the bond of the adsorbate molecule

remains as strong as in the gas phase. The right panel

Box 26.1

Surface image potential, following the representation given by Lüth (1993)

A simple model for a physisorbed atom is shown

in Figure 26.B1. It incorporates the motions of a

positive ion and a valence electron. The electron

motion along a coordinate z normal to the surface

is described by a classical oscillation. The atom is

located outside the surface. The distance between

thepositivenucleusandthesurface isdenotedasr.

The attractive interaction with the solid is due to

screening effects of the solid substrate. Thus, the

attraction between the solid and the atom arises

from the interaction of the electron and nucleus

with their images, as shown in Figure 26.B1.

A point charge þe outside the surface with a

dielectric constant e induces an image point

charge q:

q ¼ 1� e
1þ e

e

which is located inside the medium at the same

distance from the surface. For a metal surface,

e!1 q! �e; therefore (if we define q0 ¼
e2=4pe0), the resulting potential energy between
these two equivalent charges is given by

VðzÞ ¼ q20
2r
� q20
2ðr � zÞ þ

q20
2r � z

þ q20
2r � z

In this equation, the first term is the interaction

of the nucleus (core) with its image, the second is

that of the electronwith its image, and the last two

terms are the interactions between the nucleus

(core) and the electron image and vice versa.

Expanding V(r) in powers of z/r the r�1 and r�2

terms cancel so that the lowest order term left is

VðzÞ ¼ � q20 z
2

4r3

Thus, the potential depends on the distance r as

/ r�3, which should be compared with the r�6

dependence of the van der Waals interaction.

Figure 26.B1 Simplemodelof anatom, represented
byapositiveionandanelectron,andthecorresponding
image charges inside themetal
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situation in Figure 26.9 represents the other extreme

case in which the bonding and antibonding orbitals of

the free molecule fall below the Fermi level. As the

molecule is adsorbed, the antibonding orbital is filled

with electrons from the metal and, consequently, the

intramolecular bond breaks (e.g. this situation is

encountered when hydrogen is adsorbed on metals).

In other words, a low metal work function and a high

electron affinity of the adsorbed molecule are optimal

conditions for dissociative chemisorption.

The interaction of amoleculewith a surface has been

acrucial issue inphysical chemistry andsurfacescience

since the beginning of the 20th century. For example,

Figure26.10showsaschematicdiagramof thepotential

energy curves for the interaction of molecules with a

surface. In the left part of thefigure the relationbetween

physisorption and chemisorption potentials is shown

(the original ideas for this go back to Lennard-Jones

(1932)), while in the right segment the equivalent con-

tour map PES is displayed (following the classification

proposed by Polanyi in the 1960s; Kuntz et al., 1966).

Figure 26.11 displays two examples of dissocia-

tive chemisorption,which depend on the shapes of the

PESs. In one case one has a non-activated dissociative
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Figure 26.9 Same representation as in Figure 26.8, but now for the adsorption of a molecule on a metal surface. Notice
how for the right panel diagram the antibonding orbital of the adsorbate is partially occupied and, consequently, its bond
is weakened
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Figure 26.8 Example of different potential energy diagrams for chemisorbed atoms on a metal. From left to right: (1) case
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has a high electron affinity; as a result it becomes negatively charged (examples are halogen atoms onmetal surfaces)
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chemisorption, i.e. the energy required to break the

molecular bond is provided by the energy of the

physisorption process. The second example describes

the so-called activated dissociative chemisorption.

26.3 Surface reaction mechanisms

For the description of surface reactions two well-

established approaches are used, namely (i) the

Eley–Rideal (ER) mechanism and (ii) the Langmuir–

Hinshelwood (LH) mechanism.

TheERtypeofmechanismisassociatedwithadirect

process, anda typical examplewouldbe the interaction

AðsÞ þ ABðgÞ�!A2BðgÞ

where (s) and (g) stand for species adsorbed at the

surface and in the gas phase respectively. This direct

mechanism involves only one gas–surface collision,

so that there is insufficient time to accommodate the

incoming reactant AB; consequently, the reaction

time is of the order of picoseconds. A good example

for a process described by the ER mechanism is dis-

sociative chemisorption of H2 on a Cu surface. This

particular reaction can be written as

H2ðgÞ þ Cu! 2H��Cu

where the dash represents the bond between the now

individual hydrogen atoms and the copper surface.

Figure 26.11 Examples for the interplay between physi-
sorption and chemisorption: dissociative chemisorption,
with and without activation energy Ea for the approaching
molecule A2

Figure 26.10 Left: potential curves and surfaces describing the molecule–surface interaction. The pysisorption curve
for the interaction of an A2 molecule with the surface crosses the chemisorption potential. Adapted from Lennard-Jones,
Trans. Faraday Soc., 1932, 28: 333, with permission of The Royal Society of Chemistry. Right: potential hypersurface in
which one sees how the dissociation and emanating chemisorption can be associated with a stretching of the bond
distance. Adapted from Ertl, Ber. Bunsenges. Phys. Chem., 1982, 86: 425, with permission of Deutsche Bunsengesellschaft
für Physikalische Chemie
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Another example of one ER mechanism is that of the

HðsÞ þ DðsÞ ! HDðgÞ reaction.
More generally, let us assume that we were asked

to find the reaction rate for the bimolecular reaction

AðsÞ þ BðgÞ ! products, where A(s) means that

species A is adsorbed on a surface; to describe

this, the ER mechanism and Langmuir adsorption

isotherm for the coverage degree are given as the

model conditions. The solution to this problem

would look as follows. The reaction rate r for a direct

ER mechanism will be proportional to the concen-

trations of [B] and [A(s)]. For the latter we approx-

imate ½AðsÞ� � �A (�A is associated with the so-

called Langmuir isotherm), and for [B] the partial

pressure of species B is used. Therefore, we can

write for r

r ¼ kpB�A

In order to determine �A one needs to find its depen-

dence on pA; this dependence can be calculated using

the model described in Box 26.2.

Box 26.2

Langmuir adsorption isotherm

In the study of chemical reactions at surfaces, an

important step is to investigate how an atom or

molecule sticks to surfaces, i.e. how they adsorb

on a given surface before reaction takes place. In

these types of study two important quantities are

used, namely the extent of surface coverage and

the rate of adsorption.

The former is usually expressed in termsof the

fractional coverage �, defined by

� ¼ number of adsorption sites filled

number of adsorption sites available

In reactionkinetics at surfacesoneneeds toknow

how � depends on the pressure above the surface.
The dependence of � on the pressure p at a given
temperature T is known as adsorption isotherm

������� �ðp;TÞ. There are many types of isotherm;

the simplest one is called Langmuir isotherm,

which is based on the following assumptions:

� Only amonolayer of an adsorbate is consid-

ered.

� Every adsorption site is equivalent.

� There isno interactionbetweenadjacentsites.
The probability of a molecule to be adsorbed

on one site is independent of whether or not

the neighbouring sites are occupied.

Thus, a dynamic equilibriumbetween the free

A and adsorbed molecule (A–S) is assumed, i.e.

AðgÞ þ SðsurfaceÞ�����! �����
kd

ka A--S

Now one canwrite the rate of adsorption rA to be

proportional to the pressure of A and the number

of vacant sites on the surface Nð1� �Þ, whereN
is the total number of sites, ka is the adsorption

rate coefficient and kd is the rate coefficient for

desorption. Thus:

ra ¼ kapANð1� �Þ

On the other hand, the rate of desorption is propor-

tional to thenumberofadsorbedmoleculesN�, i.e.

rd ¼ kdN�

Atequilibrium the two rates have tobeequal, and

hence one obtains

ra ¼ kapANð1� �Þ ¼ rd ¼ kdN�

Solving for � one finds

� ¼ bpA

1þ bpA
ðwith b ¼ ka=kdÞ

which is known as the Langmuir isotherm.
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One obtains

�A ¼
bpA

1þ bpA

and by replacing �A in the rate equation one arrives at

an expression for r:

r ¼ kbpBpA

1þ bpA

Looking at this equation one can distinguish two

limiting cases. The first one, given by bpA> 1,

leads to

r�����!
bpA�1

’ kbpBpA

bpA
¼ kpB

which tends to a first-order rate law. For the other

extreme, i.e. bpA� 1, one can approximate

r�����!
bpA�1

’ kbpBpA

i.e. the kinetics approaches a second-order rate law.

The LHmechanism can be used for the description

of the unimolecular reaction scheme of the type illu-

strated here, i.e.

AðgÞ@
k1

k�1
AðsÞ�!k2 products

Most of the bimolecular surface reactions follow the

complex LH mechanism, i.e. a scheme consisting

of more than one step. A well-known example is

the oxidation of CO to produce CO2, i.e. the

COþ O! CO2 on Pt(111). The catalytic oxidation

of CO on a metal surface is very important from a

technological point of view, as it plays a major role in

automotive exhaust catalysis. In theory, one may

consider three distinct mechanisms for this reaction

to occur:

1. Direct (ER type) 2COðsÞ þ O2ðgÞ
! 2CO2ðgÞmechanism:

2. Direct (ER) OðsÞ þ COðgÞ ! CO2ðgÞ
mechanism:

3. Complex (LH type) OðsÞ þ COðsÞ ! CO2ðgÞ
mechanism:

As for the latter mechanism, both reactants need to

be chemisorbed. In fact, both species can be strongly

chemisorbed on a Pt surface, as is shown in

Figure26.12,where thePES for this particular surface

reaction is displayed. On the other hand, CO2(s) has

a low desorption energy Ed � 5 kcalmol�1, so that it
desorbs easily at surface temperatures in excess of

�300 K.
The extensive data available on the catalytic reaction

of CO at Pt surfaces supports mechanism (3). The

residence time t of CO on Pt is of the order of milli-

seconds, as measured by using molecular beam tech-

niques. This value is many orders of magnitude higher

than that of one would expect if an ER mechanism

(either of type (1) or (2))were responsible for the oxida-

tion reaction. Clearly, if this had been the case, then

residence time values of a few picoseconds would have

been measured (as mentioned earlier, direct ER mech-

anisms usually occur within a single collision event).

Figure 26.12 PES for the surface reaction Oþ CO!CO2.
Adapted from Ertl, Ber. Bunsenges. Phys. Chem., 1982, 86:
425, with permission of Deutsche Bunsengesellschaft für
Physikalische Chemie
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26.4 Experimental methods to
investigate laser-induced
surface reactions

Two distinct experimental approaches can be used

for investigating photodissociation processes at the

gas–solid interface, depending on the nature of the

observable. In the first approach, speed, angular

distribution, and internal excitation of the photo-

fragments leaving the surface are measured. In the

second approach, the photoproduct left behind at

the surface is monitored. In the second approach,

the standard tools of surface science are used. Sur-

face photochemical studies usually require ultra-

high vacuum (UHV) conditions, of the order 10�10

to 10�11 mbar. Initially, the adsorption and thermal

behaviour of the molecule–metal system must be

characterized. Various surface-science tools can be

used to provide information about adsorption geo-

metry, molecular structure and thermal chemistry

of adsorbates.

A schematic layout of an UHV chamber, which is

used to study the IR absorption of adsorbed species on

an insulator, is shown in Figure 26.13. Essentially, the

collimated beam exiting an FTIR spectrometer is

focused onto the sample surface, re-collimated and

focused onto the detector. Both reflection spectro-

scopy and transmission spectroscopy allow one to

obtain the IR spectrum of adsorbed species, as a

function of the gas dosage and polarization of the IR

radiation. For example, using this technique it was

found that the tilt angle � between molecular axis of

an adsorbed HBr and the LiF(001) surface is

� ¼ 21	 5
.
Typically, the UV light sources used for this type

of experiment are continuous (CW) arc lamps and

pulsed lasers. Arc lamps are low cost, easy to ope-

rate and provide, with band-pass filters or mono-

chromators, tuneable radiation from the IR to the

UV. It should be noted that the incident power

provided by them is relatively low, and thus thermal

reactions are minimized, as surface heating is

negligible.

To obtain dynamical information for a particular

surface photochemical process, pulsed light sources

areessential.Themostwidelyusedpulsedsource is an

excimer laser. Depending on the gas mixtures used, it

generates light at 157 nm (F2), 193 nm (ArF), 222 nm

(KrCl), 248 nm (KrF), 308 nm (XeCl) or 351 nm

(XeF). The pulse energy obtainable from an excimer

laser is usually of the order �100 mJ/pulse. Other

pulsed light sources are dye and Nd:YAG lasers. The

important advantage of a pulsed laser is its time reso-

lution;pulsewidths range fromafewnanoseconds toa

few femtoseconds. Therefore, dynamical information

can be obtained, e.g. the kinetic energy distribution of

the desorbing photofragments or products from a sur-

face by using a combination of pulsed laser excitation

and TOF mass spectroscopy.
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Figure 26.13 Schematic layout of a UHV chamber to
study the spectroscopy of adsorbed molecules. An FTIR
spectrometer is used, in either reflection or transmission
mode. Reproduced from Blass et al, J. Chem. Phys., 1991,
94: 7003, with permission of the American Institute of
Physics
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Reaction products can be detected during and/or

after photolysis. It is important to detect the

products desorbing into the gas phase during irra-

diation, and the products retained at the surfaces

after irradiation. For surface analysis after irradiation,

conventional surface analysis techniques are used,

such as X-ray and UV photoelectron spectroscopies,

high-resolution electron energy loss spectroscopy,

temperature-programmed desorption, and secondary

ion mass spectrometry. To identify species desorbing

during irradiation, the commonly used analysis tool is

a mass spectrometer.

It has to be kept in mind that the translational and

internal energy distributions of the desorbing species

are of great importance. Therefore, typical detection

tools are TOFMS to derive velocity and angular dis-

tributions, and either LIF or REMPI are used to deter-

mine internal energy distributions. Both LIF and

REMPIprovide informationon thevibration–rotation

excitation of photodesorbing species or fragments.

As for the first approach mentioned, Figure 26.14

depicts a schematic view of an experimental set-up

dedicated to measuring the quantum-state resolved

translational energy distribution for the product of

surface reactions.

Molecular Beam

QMS

UHV

Boxcar
Transient
Digitizer

Computer Sample +
Hold Amp.

Delay-
Generator

Dye Laser

Excimer Laser
351-193 nm,10ns

PDs

PMT
REMPI

Figure 26.14 Schematic view of a molecular beam–surface
apparatus,dedicatedtomeasuringquantum-stateresolvedtran-
slational energy distribution for the product of a surface
reaction. Two types of measurement can be taken: (i)
integral TOF distribution (i.e. non-state resolved) when
one uses a quadrupole mass spectrometer; (ii) state-re-
solved TOF distribution when one uses laser excitation
either to collect specific LIF or ion mass signals from
REMPI detection. Reproduced from Hasselbrink et al, J.
Chem. Phys., 1990, 92: 3154, with permission of the
American Institute of Physics

Figure 26.15 TOF spectra of desorbedNO fromphotodissociation of NO2 adsorbed on Pd(111), takenwith a quadrupolemass
spectrometer. Different photon energies for desorption are used, as indicated in the top right corner of the individual panels.
Notice the bimodal distribution ismore pronounced at lower photon energies. ThemodifiedMaxwell–Boltzmann distributions,
used tofit thedataby their superposition, are representedby lines. Reproduced fromHasselbrink et al, J. Chem.Phys., 1990,92:
3154,with permission of the American Institute of Physics
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The metallic sample is located in a UHV chamber,

which is normally equipped with a sample manipula-

tor. The surface of the sample is first cleaned and

characterized by an Arþ sputter ion gun and a combi-

nation of low-energy electron diffraction and Auger-

electron spectroscopy. Normally, the adsorbate on a

metallic substrate is irradiated by a pulsed laser, e.g.

by an excimer laser, as mentioned earlier. Thus, any

products formed, by photodesorption, photodissocia-

tion or photoreaction, are detected using different

techniques. For example, a (quadrupole) mass spec-

trometer, which may also be rotated in its relative

angular position, detects the desorbed product regard-

less of its internal state distribution; this type of

measurement can be denoted as integral data. The

pulsed nature of the laser employed allows the mea-

surement of this integral TOF spectrum that reflects

the translational energy distribution of the desorbing

molecules. A typical example of such a TOF distribu-

tion is shown in Figure 26.15. Here, TOF-spectra of

NO are shown, which originate from laser excitation

of NO2 adsorbed on Pd(111); see Hasselbrink et al.

(1990). Each TOF spectrum was obtained at

different photon energy initiating the desorption.

It is interesting to observe a bimodal distribution,

particularly at lower photon energies. Modified

Maxwell–Boltzmann distributions are used to fit

the experimental data (these fits are also included

in the figure).

In addition to the desorption laser, an ionization

laser can be used to probe a specific quantum state of

thedesorbedmolecule. In this case, thevariationof the

timedelaybetweenboth lasers allows the recordingof

state-resolved TOF spectra. In Figure 26.16, state-

specific TOF distributions are shown, obtained using

LIFofNOmolecules desorbed fromanNO2–Pd(111)

interface; here, an excimer laser irradiates the

adsorbate–substrate system. The NO fluorescence

was observed, resolving the NO A2�þðv0; j0Þ !
X2�ðv00; j00Þ band at�226 nm. The data shown in the

figure correspond to the vibrational ground state

ðv00 ¼ 0Þ and the R11 branch for J ¼ 2:5, 6.5

and 13.5. A clear bimodal velocity distribution is

found; note that at high J values the fast channel is

dominant.

Figure 26.16 State-resolved TOF spectra for three rota-
tional levels of desorbedNOmolecules. The rotational levels
are indicated in the top right corner of the individual
panels. The lines represent least-square fits using twomod-
ified Maxwell–Boltzmann distributions. Reproduced from
Hasselbrinketal,J.Chem.Phys.,1990,92:3154,withpermis-
sion of the American Institute of Physics
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27
Laser Studies of Surface Reactions:

Photochemistry in the Adsorbed

State

27.1 Adsorbate- versus substrate-
mediated processes

WhenadsorbatemoleculesAB(ad) are irradiatedwith

light, the following events may take place:

The probability of a particular event is expressed as a

cross-section �, which depends on photon energy,

adsorbate coverage, surface structure, surface com-

position, etc. The overall total cross-section of a sur-

face photochemical process, �tot ¼ �dis þ �rþ �des,
can be obtained from the slope of a semi-logarithmic

plot of adsorbate concentration versus the incident

photon fluence by assuming first-order (or pseudo-

first-order) kinetics, i.e.

� d½ABðadÞ�
dt

¼ �tot f ½ABðadÞ�

where [AB(ad)] is the concentration of AB adsorbed

on the surface and f is the photon flux. The

related rate equation can then be written as

ln
½ABðadÞ�F
½ABðadÞ�0

� �
¼ ��totF ð27:1Þ

where F is the photon fluence (F ¼ ft) and [AB(ad)]0
and [AB(ad)]F are the concentrations of AB(ad)

before and after exposure to a photon fluence of F.

The slope of the plot of ln([AB(ad)]F/([AB(ad)]0)

versus F yields the cross-section �tot. To obtain the

cross-section for an individual event, the time (or

photon fluence) dependence of the formation of the

individual photoproducts must be measured, not

simply the disappearance of the reactant. A direct

procedure to determine the photodissociation cross-

section of an adsorbate consists of measuring the

temperature-programmed desorption spectrum of

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)

ABðadÞ ! ABðgÞ � photodesorption ð�desÞ

ABðadÞ ! AðadÞ ðand=or AðgÞÞ
þBðadÞ ðand=or BðgÞÞ � photodissociation ð�disÞ

ABðadÞ ! CðadÞ
ðand=or CðgÞÞ � photoreaction ð�rÞ



the adsorbate, as a function of the exposure time of the

light.

A good example is the one illustrated in

Figure 27.1. It shows the post-irradiation tempera-

ture-programmed desorption spectra of phenol

adsorbed on Ag(111) for different times of exposure

to 266 nm light (fourth harmonic) from an Nd:YAG

laser. Two surface-coverage values were investigated

in this study, namely 1 ML and 1.9 ML (ML: mono-

layer). Several peaks are noticed in the figure: one

peak, annotated b, appears at �250 K, and another

peak, annotated a2, emerges at a lower temperature

(�240 K). Theb peak corresponds to a chemisorption

layer, and itwasdemonstratedbyLeeet al. (2001) that

its time-dependent decrease in amplitude is due to

phenol photodissociation.

A semi-logarithmic plot of the loss of the b peak,

as a function of the accumulated photon flux, is

shown in Figure 27.2. A linear dependence is

observed at low photon flux. The effective photo-

dissociation cross-section is calculated by using

an equation of the form of Equation (27.1) and

one obtains the expression �dis ¼ �½lnðA=A0Þ� ft,
where A0 and A are the integrated temperature-

programmed desorption intensities of the b peak

before and after the irradiation respectively. As

before, F is the photon flux and t is the irradiation

time. The photodissociation cross-section depends

on the degree of coverage, as well as on the photon

energy. The former dependence is associated with

adsorbate–adsorbate interactions, and the latter

may be explained on the grounds of the charge

transfer (substrate–adsorbate) mechanism respon-

sible for the photodissociation (see below for a

discussion on this type of interaction).

Wewould like to note that in this section, dedicated

to the photochemistry of the adsorbate state, mainly

two classes of processes are considered, namely

photodissociation and photoreaction, which involve

thebreakingandmakingofchemicalbonds,whichare

the basic elements of a chemical process.

Thephotodissociationofanadsorbedmoleculemay

occur directly or indirectly. Direct absorption of a

photon of sufficient energy produces a Franck–Con-

don transition from the ground to an electronically

excited repulsive or predissociative state. When the

excited state is repulsive, bond breaking is very

fast (�10�14�10�13 s) and dissociation competes
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Figure 27.1 Post-irradiation temperature-programmed
desorption spectra of phenol adsorbed on Ag(111) for dis-
tinct coverage and exposure time to 266 nm laser light.
Reproduced from Lee et al, J. Chem. Phys., 2001, 115:
10518,with permission of the American Institute of Physics
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Figure 27.2 Semi-logarithmic plot of the decrease of
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favourably with energy transfer to the substrate. Indir-

ect photodissociation of adsorbates can take place via

twoprocesses,both involvingabsorptionofphotonsby

the substrate. The first type is analogous to the process

of sensitized photolysis in gases. Here, adsorbate

photodissociation is initiated by electronic excitation

of defects, impurities or plasmons in the sub-

strate. Subsequently,E! E0 (electronic-to-electronic)
energy transfer leads to excitation and dissociation of

theadsorbate.Thesecond type, also substratemediated,

initiates the phototransfer of an electron from the

substrate to an antibonding orbital of the adsorbate,

and charge-transfer photodissociation ensues.

The basic principles for both direct and indirect

types of excitation mechanism are discussed below.

In the first instancewe shall consider the key points of

the photon excitation of a metallic surface; subse-

quently, excitationon the adsorbate or on the substrate

will be compared.

Photon excitation of a metallic surface

The interaction of photons with a metal surface is a

difficult process, which can produce various types of

excitation, namely (i) single-particle electronic exci-

tation, (ii) collective electronic excitation (plasmons)

and (iii) vibrational excitation (called phonons).

To simplify our discussion we will restrict ourselves

to single-particle excitation,meaning that each adsor-

bed photon excites one electron from an occupied

state to an unoccupied state above the Fermi level.

This excitation process is illustrated schematically in

Figure 27.3, into which the electronic DOS has also

been incorporated. Under single-photon excitation,

the nascent energy distribution of photo-excited elec-

trons is obviously an image of the initial DOS of the

metal, as is clearly illustrated in the figure. Two dif-

ferent kinds of photo-excited electrons can be distin-

guished within the nascent distribution, depending

upon the final electron energy: free electrons and

sub-vacuum electrons.

When the photon energy is higher than the surface

work function, some of the excited electrons are dis-

tributed above the vacuum level and their energy is

positive, i.e. Ek > 0 eV (note that here the energy

origin is taken at the vacuum level). These free elec-

trons can be detected spectroscopically, e.g. by using

photoemission spectroscopy. However, if the photon

energy is lower than the surface work function, then

the excited electrons cannot be emitted and they are

distributed between the vacuum and the Fermi levels

with a negative energy Ek < 0 eV.

Whereas electrons involved ingas-phase chemistry

always have positive kinetic energies, both free

(Ek > 0 eV) and sub-vacuum (Ek < 0 eV) electrons

can induce chemical changes at the metal–adsorbate

interface in surface chemistry. Photoelectrons with

positive energy can surmount the energy barrier

(work function) at the interface and travel freely

over multiple layers before being detected. In con-

trast, sub-vacuumelectrons easily attach tomolecules

in the first layer of adsorbate but cannot travel freely

through multilayers, except if tunnelling takes

place; in general, sub-vacuum electrons are not

effective for multilayer adsorbates. Consequently,

mainly the photochemistry of adsorbates formed

by the first monolayer is considered, for which

both types of electron (generally termed hot
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Figure 27.3 Relationship between the distribution of
nascent photon-excited electrons and the DOS of a metal.
The excited electrons are classified as sub-vacuum elec-
trons (Ek < 0 eV) and photoelectrons, or free electrons
(Ek > 0 eV). Adapted from Zhou et al, in Laser Spectro-
scopy and Photo-Chemistry on Metal Surfaces, II, 1995,
with permission of World Scientific Publishing Co
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electrons) contribute. In the electron attachment

process at the adsorbate–substrate interface, the

main difference between the two types of electron

is associated with the classical potential energy

barrier they must surmount in order to produce

the photochemical event.

Photon excitation of the
substrate–adsorbate interface

For this, two distinct excitationmechanismswill have

tobediscussed,namelyabsorptionof thephoton in the

adsorbedmolecule and absorptionof the photon in the

metallic substrate.

Absorption of the photon in the adsorbed
molecule

This process is shown schematically in Figure 27.4a.

The photon is deposited in the adsorbate and induces

an intra-adsorbate electronic transition; this process is

direct. Owing to the adsorption, the electronic struc-

tures of both the ground and excited states of the

adsorbate are perturbed. As a result, the transitions

are broadened and shifted from theirgas-phase energy

positions. The presence of the electron ‘sea’ in the

metal stabilizes the excited electronic state of the

adsorbate, and very often the wavelength response

can be red-shifted from the non-perturbed (gas-

phase) spectrum.

Good examples that illustrate direct photon

adsorption for an adsorbate are the photodissocia-

tion of Mo(Co)6 on Cu(111) and Ag(111). Here,

the wavelength dependence of photodissociation is

nearly the same as that in the gas phase. Direct

absorption can also mediate charge-transfer surface

reactions. Dissociative electron attachment of

adsorbates is an important process in surface chem-

istry induced by laser excitation; this will be the

topic of Section 27.2.

Frequently, the chemisorbed monolayers are

ordered and/or aligned. The rate of the adsorbate

photon absorption is proportional to jl � Ej2 ¼
�2E2 cos2 �, i.e. the square of the scalar product of

the transition dipolemomentl and the electric field of

the photon E; � is the angle between � and E. The

photodissociation rateof theadsorbatemaydependon

the polarization and incidence angle of the light.

Clearly, when transition dipoles are aligned, the

photochemistry at the surface will be anisotropic.

Another distinct feature of adsorbate direct excita-

tion is due to thehigh spatial density of theadsorbate. In

contrast to the gas phase at low pressures, where inter-

molecular forces can be neglected, the intermolecular

forces can no longer be ignored for adsorbedmolecules

on metal surfaces due to the much higher molecular

density, similar in magnitude to that of the condensed

phase. Thus, in general, owing to adsorbate interac-

tions, both red- and blue-shifts in the photon energy

with respect to the gas phase cannot be ruled out.

Absorption of the photon in the metallic
substrate

This process is shown schematically in Figure 27.4b.

A clear difference from the previous direct process is

the creation of electron–hole pairs within the layer

e–

in the metallic substrate

(a)

(b)

in the adsorbed molecule

Figure 27.4 Pictorial view of the photon adsorption in an
adsorbate or substrate: (a) in the adsorbed molecule;
(b) inthemetallicsubstrate.CourtesyofHasselbrink(1993).
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defined by the penetration depth of the light. Subse-

quently, these electrons or holes can migrate from the

bulk to the surface. Thus, a distinct feature with

respect to the first direct adsorption process is the

possibility of inducing chemical change in the adsor-

bate by electron or hole attachment. Whether a non-

thermalized fraction of hot carriers (electrons and

holes) may induce adsorbate chemistry depends on

their capability to migrate to the adsorbate–metal

interface without being thermalized.

Therefore, the metal substrate-mediated surface

photochemical process can be separated into three

steps:

1. the optical excitation of electrons and holes in the

metal, followed by

2. the migration of excited electrons and holes from

the bulk to the surface, and

3. the attachment of excited electrons andholes to the

adsorbate to form an excited state.

Distinction between adsorbate- and
substrate-mediated processes

For a full understandingof the surface photochemistry

it isnecessarytodistinguishbetweenthetwoprocesses

outlinedintheprevioustwosubsections.Toinvestigate

this essential aspect of the photochemical process, the

most common procedure is the measurement of the

product yield as a function of the polarization and

incident angle of light. The light incident on a metal

surfaceispartiallyreflected,andpartiallyrefractedand

transmitted (or absorbed if the substrate is not trans-

parentforlight),asshownschematicallyinFigure27.5.

The electric field (polarization) vector can be

divided into two orthogonal components, named s-

polarized and p-polarized light (see Section 2.6).

Recall that for the former the polarization vector is

perpendicular to the plane of incidence (the one

defined by the surface normal and the direction of

incidence), and for the latter it is parallel to the plane

of incidence. The key point is to investigate whether

the angular-dependent photolysis cross-section, for a

given wavelength and polarization, tracks the metal

optical absorbanceor thesurfaceelectricfieldstrength

(taking into account the orientation of the adsorbate

transition dipole moment). In the former case the

initial step is themetal substrate-mediated excitation,

whereas in the second case the adsorbate excitation is

the initial step. The basic formulae relevant for the

polarization analysis are summarized in Box 27.1.

A good, representative example for this type of

study is the photodissociation and photodesorption

of O2 adsorbed on Ag(100). It is known that O2

adsorbs on Ag(110) in peroxo-form, with the O � � �O
bondaxisparallel to theAg(110)azimuthangle; this is

shown schematically in Figure 27.6.

The dissociation and desorption rates of O2

on Ag(110), as a function of the azimuthal angle

� (the angle between l and E), is displayed in

Figure 27.7. If these rates were due to direct exci-

tation of adsorbed O2 then they should be propor-

tional to jl � Ej2 and, therefore, proportional to

cos2 �. However, no such variation is evident for

these rates, according to the experimental data in

the figure. This is an indication that photodissocia-

tion is due to substrate excitation.

Another example of a substrate-mediated excita-

tion mechanism is that of O2 adsorbed on Pd(111).

Figure 27.8 shows the photodissociation and photo-

desorption yield for p- and s-polarized light, as a

function of the incident angle. The bottom panel dis-

plays the p-/s-polarized light ratio for the two pro-

cesses. Clearly, the experimental data are reproduced

p-polarization

s-polarization

incoming
beam

Rm

Tm Am

z

y

x

+

θ

Figure 27.5 Reflection and refractionof an incident light
on a metal surface. The interaction of polarized light with a
metal. The incident light is partially reflected (Rm) and par-
tially refracted or absorbed (Tm andAm)
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Box 27.1

Polarization analysis for light reflected from interfaces

In Chapter 10, the basic principles of reflec-

tion, refraction and absorption of polarized

light at media interfaces have been described.

Overall, the same principles apply for adsor-

bates (which are normally thin and hence at

least partially transparent) on surfaces. Thus,

an important question is whether one can dis-

tinguish between direct interaction in the

adsorbate- or substrate-mediated processes.

For the summary given here, reference is

made to the situation depicted in Figure

27.5. The amount of reflection and refraction

depends on the refractive indexof thematerial

n, the angle of incidence of the light beam �,
and the polarization of the light, either s- or p-

polarization.

The amplitude ratio of reflectedversus inci-

dent electric field E, or light intensity

ðjEj2 ¼ IÞ, is given by

jrmj2 ¼ Rm ¼
IR;m

I0;m

where the indexm represents the polarization

component (m ¼ s or p) and, as is customary,

I0 and IR stand for the incident and reflected

intensities respectively. Note that rm is asso-

ciated with the electric field, whereas Rm is

related to the light intensity. Recall also that,

because of energy conservation, one finds that

Rm ¼ 1� ðTm þ AmÞ

where Tm and Am are the relative transmission

and absorption of light respectively. For the

metal substrates discussed in this chapter, the

transmission is usually zero (except for ultra-

thin metal sheets), and thus only the terms Rm

and Am remain. Of the two, Rm is the quantity

accessible to measurement.

The total light (or electric) field at the sur-

face contains contributions fromboth the inci-

dent and the reflected fields. These near-

surface fields are the ones interacting with

any adsorbate, triggering possible chemical

reaction processes. The field components, in

Cartesian representation according to Figure

27.5, are given by

hIxi ¼ hE2
xi ¼ ð1þ Rp � 2R1=2

p cos �pÞ

� ðcos2 WÞhI2pi

hIyi ¼ hE2
yi ¼ ð1þ Rs þ 2R1=2

s cos �sÞhI2s i

hIzi ¼ hE2
z i ¼ ð1þ Rp þ 2R1=2

p cos �pÞ

� ðcos2 WÞhI2pi
where �m (m¼ s or p) is the reflected phase

shift which is given by

�m ¼ tan�1½ImðrmÞ=ReðrmÞ�

with Re and Im being the real and imaginary

parts of rm.

Figure 27.B1 Desorption yield of NO from Pd(111),
as a function of the angle of incidence for excitation
with light being polarized parallel (p: &) and per-
pendicular (s: &) to the plane of incidence. The
curves give the adsorption in the metal substrate
(����) and the electric field intensities at the inter-
face (� � �). The absorption differs for both cases
of polarization. In the case of s-polarization, the
field intensity has only a component in the plane
of the surface ½E2s;y�. Two components have to be con-
sidered in the case of p-polarization, one in the
surface plane ½E2p;x� and one normal to it ½E2p;z�.
Adapted from Hasselbrink et al, J. Chem. Phys.,
1990, 92: 3154, with permission of the American
Institute of Physics
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Figure 27.7 Dissociation and desorption rates of O2 in
Ag(110) as a function of the azimuthal angle. Repro-
duced from Hatch et al, J. Chem. Phys., 1990, 92: 2681,
with permission of the American Institute of Physics
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Figure 27.8 Example of substrate-mediated excitation
mechanism: O2 adsorbed on Pd(111). Both photodisso-
ciation and photodesorption yields are shown for p- and
s-polarized light (& and & respectively). The error bars
are obtained from the standard deviation of two or three
measurements. Within the error the data can only be
described by a model, which is based on the absorption
in the metal substrate as the primary excitation step.
The lower part shows the ratios of the curves in the
upper part. Reproduced from Wolf et al, J. Chem. Phys.,
1990, 93: 5327, with permission of the American
Institute of Physics

Figure 27.6 Configuration of O2 adsorbed on Ag(110).
Notice theO � � �Obondparallel to the Ag(110) azimuth

Exploiting the above analysis, a good exam-

ple of the use of polarized light to distinguish

substrate- versus adsorbate-mediated surface

photochemistry is that of NO2-covered

Pd(111); the experiment was carried out

by Hasselbrink et al. (1990). As part of

a study of the photodissociation of NO2 on

NO2-covered Pd(111), the angular depen-

dence of the NO photofragment yield for s-

and p-polarized light was measured. These

results are shown in Figure 27.B1, where NO

yields are compared with calculated curves

giving the angular variations of the absorption

Am (withm¼ s or p) in themetal substrate and

the square of the surface electric field strength

jEm;kj2 (with k¼ x, y z) at the interface for both

s- and p-polarized incident light (as shown in

Figure 27.5, index z corresponds to the surface

normal). The fact that the angular depen-

dences of the s- and p-induced yields track

the calculated curves for absorption by the

surface indicates that, in this particular exam-

ple, substrate excitation is responsible for

initiating the adsorbate dissociation.
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by a metal absorbance process proportional to the

absorption A in the metal substrate rather than by

an adsorbate absorption process (which would be

proportional to E2).

27.2 Examples of photoinduced
reactions in adsorbates

Substrate–adsorbate charge
transfer processes

Direct evidence for charge-transfer photodissociation

at ametal surface hasbeenprovidedby the studyof the

ClCl4��Ag(111) interface, following irradiation with
193 nm UV-laser pulses. A typical TOF spectrum

obtained for negatively charged particles leaving the

surface is shown in Figure 27.9.

The peak at t ¼ 30 ms corresponds in time to the

arrival of Cl� ions generated in the surface reaction

CCl4��Agð111Þ þ h�193 nm
! Cl�ðgÞ þ CCl3��Agð111Þ

The mechanism for negative-ion desorption due to

UV-photon irradiation of the surface can be investi-

gated by measuring the Cl� yield from a 1 ML

CCl4��Ag(111) as a function of the photon energy.

These results are shown in Figure 27.10. It is interest-

ing to note that a small, but not negligible, yield is

observed even at photon energies as low as

h� ¼ 4:1 eV. The inset in the figure shows the yield

of both negative-ion (Cl�) and photoelectron (e�)
emission from the sample near the threshold region.

The comparison reveals that Cl� ion desorption is

observed throughout the range of photon energies

4.1–4.4 eV, whereas no photoelectron emission is

seen; its threshold for appearance is near 4.4 eV.

The charge transfer process at the adsorbate–metal

interface can be understood with the aid of

Figure 27.11. First, the UV photons generate excited

photoelectrons within the metal. As shown in the

figure, the electrons generated by photons are distrib-

uted continuously above the Fermi energy level, both

above the vacuum level Evac (free electrons) and

below Evac (sub-vacuum). These photoelectrons can

attach to the adsorbed molecules to form a negative

ion at the surface, which subsequently can lead to

dissociative electron attachment of the adsorbate.

The negative ion formed at the surface can either

then re-emit the electron via an elastic or inelastic

process, or it can dissociate the adsorbate to produce

one neutral and one negative ion fragment; this pro-

cess is known as charge-transfer photodissociation

(CT-PDIS).
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FigureFigure 27.9 TOFspectrum for negative particles leaving
the Ag(111) surface by laser irradiation of adsorbed CCl4.
Reprinted with permission from Dixon-Warren et al, Phys.
Rev. Lett. 67: 2395, Copyright 1991 American Physical
Society
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Figure 27.10 Cl� yield from1MLCCl4–Ag(111), asa func-
tion of the photon energy. Inset: the Cl� desorption at
photon energies lower than required for photoelectron
emission, which starts at 4.4 eV. Reprinted with permis-
sion from Dixon-Warren et al, Phys. Rev. Lett. 67: 2395,
Copyright 1991 American Physical Society
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Electron attachment to the adsorbate is a resonant

process, because the electron attaches to theLUMOof

the adsorbate. Even for weakly bound adsorbates the

resonance is broadened by adsorbate–substrate inter-

action. However, as illustrated in Figure 27.11, only

electrons belonging to a given energy window

(marked with dashed lines in the figure) will be effec-

tive for attachment.

The LUMO energy is related to a molecular elec-

tron affinity, defined as the potential energy change

involved in the process of moving an electron from

rest at infinity into the LUMO of the molecule.

Obviously, theLUMOpositionof the adsorbate deter-

mines the amount of excitation above the Fermi level

that is required for resonant attachment. This explains

why an important factor governing CT-PDIS is the

position of the adsorbate affinity level.

In general, for chemisorbed monolayers, the

LUMO and all other molecular orbitals of the

adsorbate are referenced relative to the Fermi

level. In contrast, for physisorbed monolayers,

the adsorbate orbitals are referenced relative to

the vacuum level. This difference stems from the

fact that in chemisorbed species the interaction is

stronger and, consequently, the LUMO falls

further below the vacuum level than is the case

for physisorbed species. For electron attachment,

the parameter of interest is the minimum excita-

tion energy required for this process, which should

depend on the position of the LUMO with respect

to the Fermi level. Therefore, in this simple pic-

ture, the higher energy threshold means that higher

energy electrons are required for physisorbed spe-

cies than for chemisorbed species. The desorption

of a negative ion, formed either by electron attach-

ment or dissociative electron attachment of an

adsorbate, can be better understood with the aid

of Figure 27.12.
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Figure 27.11 Schematics illustrating the relationship
between the distribution of nascent photo-excited elec-
trons and the state density in a metal (see also Figure
27.3). The excited electrons are classified as sub-vacuum
electrons (Ek < 0 eV) and photoelectrons (Ek > 0 eV).
Adapted from Zhou et al, in Laser Spectroscopy and
Photo-Chemistry on Metal Surfaces, II, 1995, with permis-
sion of World Scientific Publishing Co
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Here, the potential energy curves for the dissocia-

tive electron attachment process are shown. The top

panel illustrates the molecular dissociation, i.e. the

intra-adsorbate bond rupture; adsorbate desorption is

shown in the lower panel. As depicted in the upper

panel, the attached electron occupies the antibonding

orbital (the LUMO). The transition from location a to

b initiates the separation of A and B on the repulsive

AB� potential energy curve. Without quenching,

AB� will evolve into A� þ B or Aþ B� fragments,

depending on the (favourable) electron affinity of

A and B. Subsequent to fragmentation, one or both

of the products will desorb, depending on the final

kinetic energy gained during dissociation. The

mechanism just described is the one responsible

for the Cl� negative-ion desorption after photolysis

of Cl4C adsorbed on Ag(111) discussed earlier.

In contrast to the assumption in the previous para-

graph, there are caseswhere quenching occurs, i.e. the

electron returns to the metal and the system relaxes

back to its electronic ground state, as indicated by the

path from point c to point d in Figure 27.12. Although

the systemmay return to its electronic ground state, it

may end up in a vibrationally excited level. In this

case, the vibrationally excited molecule will interact

strongly with the surface and may eventually acquire

sufficient internal energy to dissociate into neutral

fragments.

The lower panel of Figure 27.12 depicts the princi-

ple ofmolecular desorption after electron attachment,

following the model devised by Antoniewicz (1980).

In the figure, the curve annotated MþAB repre-

sents the potential before electron attachment, and

Mþ AB� is associated with the one after electron

attachment. The minimum of the Mþ AB� potential
is closer to the surface due to the attraction of AB� to
the surface because of the image potential.

The affinity level in the adsorbed phase is shifted to

lower energy than that of gas phase due to several

factors. One evident cause is the effect of polarization

due to the influence from surrounding molecules;

another reason can be found in image-charge interac-

tions. These two effects, and others, enable the charge

transfer process to occur by resonant attachment with

hot electrons, whose energy is below thevacuum level

Evac, as indicated in the figure. As a result, charge

transfer photodissociation can take place with elec-

trons whose excitation energy is lower than the metal

work functionW, which is given by the energy differ-

ence between the vacuum and the Fermi level, i.e.

W ¼ Ev � EF. The process pass a0 ! b0 represents
the excitation in the adsorbate. After excitation,

AB� begins to move toward the surface until quench-

ing takes place through electron transfer back to the

surface, represented by the process pass c0 ! d0. One
question is how much kinetic energy the system

acquires when it cycles back again to point a0 in the

scheme. The total kinetic energy gained by the system

will be �E ¼ �E1 þ�E2, where �E1 ¼ Eb0 � Ec0

and �E2 ¼ Ed0 � Ea0 (the Ex represent the potential

energy at location x). If the total energy�E is higher

than the adsorption energy H, desorption of AB may

take place. However, it should be borne in mind that

both molecular dissociation andmolecular desorption

(top and bottom panel of Figure 27.12 respectively)

can take place simultaneously, but in different coordi-

nates. Thus, they can be competitive; in practice,

they show distinct time dynamics or energy require-

ments, but by and large only one of the channels

exhibits yield to be significant.

Photofragmentation dynamics of adsorbed
molecules: surface-aligned photoreactions

For one system in particular a wealth of data has

been amassed, namely that of CH3Br adsorbed on

LiF(001). In essence, these studies established clearly

that, in this system, bond fission resulted from single

photon absorption of UV radiation by chromophores

in the adsorbate molecules. Photodissociation in the

adsorbed state is evidenced by the modified transla-

tional energy and angular distribution of the photo-

fragment when compared with photodissociation in

the gas phase. Both the magnitude of the recoil velo-

city for photodissociation and the direction of recoil

change significantly on adsorption, as is shown in

Figures 27.13 and 27.14.

The comparison of gas-phase and adsorbed-state

data for the translational energy of the photo-

fragment CH3 from the photolysis of Ch3Br–

LiF(001) at 222 nm, displayed in Figure 27.14,

reveals a significant shift in the most probable

energy to lower translational energy. Moreover, a

broadening of the distribution up to the limit of the

available energy can be noticed. The shape of the
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distribution is also dependent on the character of

the substrate and the phase of the adsorbate, i.e.

whether it is a simple monolayer or is a multilayer

‘ice’ adsorbate.

An important issue in adsorbate photochemistry is

the study of surface-aligned photoreactions. This

interesting dynamical aspect of surface photochem-

istry is possible because the substrate is capable of

aligning the adsorbate molecules, giving rise to a

preferred angle between the bond axis and the surface

plane. The existence of orientation and alignment is

evidenced by the observation of narrow photofrag-

ment energy distributions. These (narrow) energy

distributions result from photofragments ejected

away from the surfacewith little, if any, energy relaxa-

tion by collisions with the surface.

A representative example of this localized

atomic scattering is that of the photolysis of HCl

adsorbed on LiF(001), studied by Rydberg-atom

TOF spectroscopy, which is described in (Section

23.4). The adsorption geometry of HCl on

LiF(001) is well known from FTIR studies, which

show that HCl molecules in the first ad-layer are

hydrogen bonded to the surface, with a tilt angle of

19� 5� from the surface plane. Once prepared,

the HCl adsorbate is photolysed by p-polarized

193.3 nm radiation from an excimer laser. The H

atoms formed in the HCl photodissociation are

further excited via a two-step process to a high-n
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Figure 27.13 Translational energy distributions of the
methyl (CH3) photofragment from the 222 nm photodis-
sociation of CH3Br. (a) Gas-phase results, derived from
data by van Veen et al, Chem. Phys., 1985, 92: 59, with
permission of Elsevier. (b) Adsorbate-mediated results,
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permission of the American Institute of Physics
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Rydberg state. In the first step, the H atom is

excited into its n ¼ 2 resonant state by using

laser radiation of 121.6 nm; in the second step,

photons from a dye laser tuned to 365.6 nm excite

H into its Rydberg state n ¼ 39. The translational

energy distribution PðETÞ of the H atom is shown

in Figure 27.15 for several amounts of surface

coverage of HCl (see Giorgi (1999)).

The analysis of these translational energy distribu-

tions indicates essentially three main features: (i) a

high-energy channel corresponding to elastically scat-

tered H atoms peaking at 1.85 eVand 1.65 eV, leaving

behind Cl and Cl* respectively; (ii) a second channel

peaking at 0.6 eV, which corresponds to inelastic

collisions; (iii) a thermalized channel, probably due

to multiple collisions and trapping of the scattered H

atoms. The angular distribution of the elastically scat-

tered H atoms reveals that they have scattered from

F� in the underlying LiF(001), at 40� off the surface
normal, as illustrated in Figure 27.16. Interestingly,

this angle is far from 71�, the angle that would be

observed from specular scattering if the surface were

smooth at the atomic scale. This is clear evidence for

a localized atomic scattering process.

The concept of localized atomic scattering can be

extended to the case of chemical reaction leading to

what has been called localized atomic reaction. This

hasbeen shown tooccur in reactions of chlorobenzene

(ClPh) adsorbed on silicon [Si(111)-7� 7]. The reac-

tion of the ClPh molecule was induced by electron

impact from a voltage pulse at the tip of a scanning

tunnelling microscope (STM). This STM was also

used to investigate the location of both the reagent

(ClPh) and the reaction product (Cl��Si), both with

atomic resolution. The electron impact imprints self-

assembled patterns of ClPh(ad) on the surface in

the form of Cl��Si, with the important results that

the imprint occurs in the same area of the unit cell

as ClPh(ad), but at adjacent atomic sites. This loca-

lized atomic reaction is schematically shown in

Figure 27.17. The suggested mechanism of localized

atomic reaction is described by a concerted process,

i.e. the formation of the new bond (Cl��Si) assists in
thebreakingof theoldbond, eitherCl��Ph� orCl��Ph,
if the negative charge has retuned to the substrate.

Concerted reaction is awell-known process in the gas

phase, particularly for bimolecular reactions, but at a

surface it demands that the new bond be created

adjacent to the old one. In other words, it requires

the reaction to be localized.

A fascinating proof of localized atomic reactions

is that of photoinduced reaction of 1,2- and 1,4-

diclorobenzene with [Si(111)-7� 7]. The study,
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HCl on LiF(001). Photolysis by 193.3 nm photons results
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carried out by Lu et al (2000), employs 193 nm

photons, which induce single-photon dissociation of

eitheroneorbothC��Clbonds in theparent1,2-or1,4-
diClPh. The important result obtained in that study

was that themostprobable separationbetweenpairsof

Cl��Si produced from 1,2-diClPh by this photoin-

duced reaction was 0:8� 0:3 nm, whereas the

Cl��Si pairs from 1,4-diClPh photoreaction were

1:4� 0:3 nm apart. The clear difference in pair

separation for the daughter atoms (Cl��Si) can be

rationalized in terms of distinct geometries of the

parent molecules, together with the occurrence of

localized atomic reaction at the surface for the two

adsorbates.

The H2–metal surface system

The interaction of molecular hydrogen with a metal

surface is regarded as a prototype in surface reactions.

This is in part due to the possibility of an accurate and

detailed determination of the H2–surface interaction

using density functional theory, which allows a good

description of the delocalized electronic structure and

bonding properties of metal surface.

In Figure 27.18, aspects of the PES for the two

systems are shown, namely H2þ Pd(100) and

H2þ Cu(100). The former is a classic example of a

non-activated system, i.e. the PES is barrierless at

some sites. This means that dissociation is possible

even at low collision energy provided that the mole-

cule is lying parallel to the surface and, therefore, both

H atoms can form bonds to the metal. The second

system, H2þ Cu(100), is a classic example of an

activated system.Dissociation proceeds over a poten-

tial barrier above all sites, although the barrier height

depends significantly on surface site and the orienta-

tion of the molecule.

An elegant manner to study the dynamics of the

hydrogen on Pd(100) system is to monitor the recom-

binative desorption of this molecule. As an example

we discuss the recombinative desorption of vibration-

ally excited D2(v
00 ¼ 1) from clean Pd(100); see

Schröter and Zacharias (1989). In a UHV chamber

containing a clean Pd(100), deuterium atoms are sup-

plied to the surface by permeation through the bulk

crystal. The temporary adsorption of D2 molecules in

a chemisorption state during the recombinative deso-

rption is evidenced by measuring desorbed D2 by

recording its (1þ 1) REMPI spectrum. A typical

ionization spectrum of D2 at a surface temperature

of Ts ¼ 677K is shown in Figure 27.19. Rotational

lines of the v00 ¼ 0! v0 ¼ 4 Lyman band (X1�þg !
B1�þu transition) are clearly resolved. The rotational-

state population in D2 was determined taking

into account the ionization probabilities out of

B1�þu ðv0; J0Þ.
The relative intensities of the v00 ¼ 1 and v00 ¼ 0

states of the desorbed D2, as a function of the inverse

surface temperature T�1s , are shown in Figure 27.20.

An Arrhenius-type behaviour can be seen, with an

activation energy of Ea ¼ 210� 60meV.

One can explain the observed activation energy by

postulating temporary trapping of D2 in a molecular

chemisorption state with a softened D � � �D bond, as

depicted in Figure 27.21. The right-hand side of the

figure shows the energy levels of the lowest two vibra-

tional states, v00 ¼ 0 and v00 ¼ 1, of free D2 molecules

e-

4.5Å

Si Si

SiSi

7.7A

C

C

CI

CI

M

M

(a)

(b)

˚

Figure 27.17 Schematic diagramof theelectron-induced
reaction of chlorobenzene with Si(111)-7� 7; interatomic
distances are to scale. In (a) the chlorobenzene molecule is
absorbed on a middle ad-atom (M) with the Cl atom weakly
boundtoaneighbouringcornerad-atom(C).Electronimpact
induces a concurrent breaking of a C��Cl bond formation
of Si��Cl at the neighbouring corner ad-atom. Reproduced
from Lu et al, J. Chem. Phys., 1999, 111: 9905, with permis-
sion of the American Institute of Physics

27.2 EXAMPLES OF PHOTOINDUCED REACTIONS IN ADSORBATES 383



1.5
(b)

(d)

(c)

(e)

(f)

(h)

(g)

(a)

1.0

0.5

2.5

2.0

1.5

1.0

0.5

0.0

2.5

2.0

1.5

1.0

0.5

0.0

2.5

2.0

1.5

1.0

0.5
2.5

2.0

1.5

1.0

0.5

0.5 1.0 1.5 2.0 2.5

0.5 1.0 1.5 2.0 2.5

0.50.0 1.0 1.5 2.0 2.5

0.50.0 1.0 1.5 2.0 2.5

0.0

–0.5

–1.0

–1.5

1.5

1.0

0.5

0.0

–0.5

–1.0

–1.5

1.5

1.0

0.5

0.0
(θ= 90°, φ =  0°)

(θ= 90°, φ =  45°)

(θ= 90°, φ =  45°)

(θ= 0°)

(θ= 0°)

(θ= 90°, φ =  0°)

(θ= 45°, φ =  0°)

(θ= 45°, φ =  0°)

1.5

1.0

0.5

0.0

0.50 eV

0.15 eV

0.63 eV

H2 + Pd(100) 

H2 + Cu(100) 

Bond Length /Å Reaction Coordinate /Å

Bond Length /Å Reaction Coordinate /Å

M
ol

ec
ul

e-
S

ur
fa

ce
 D

is
ta

nc
e 

/Å
 

M
ol

ec
ul

e-
S

ur
fa

ce
 D

is
ta

nc
e 

/Å
 

P
otential E

nergy, V
(eV

)
P

otential E
nergy, V

(eV
)

Figure 27.18 PES for H2þ Pd(100) (a��d) and H2þ Cu(100) (e��h). 2D cuts through the PES are shown for the molecule
being parallel to the surface, for the bridge-to-hollow (a) and top-to-hollow (c) configurations for H2þ Pd(100) and for
the bridge-to-hollow (e) and top-to-bridge (g) configurations for H2þ Cu(100). The configurations are visualized in the
insets, viewing the system from above. The contour lines are for potential energies 0.1 eV apart. For each cut, the
potential along the reaction path is shown on the right as a function of the reaction coordinate for the molecule in a
parallel (�¼ 90�) and in a tilted (� 6¼ 90�, � is the azimuthal angle of orientation of the molecular axis) geometry.
Reprinted with permission from Kroes et al, Acc. Chem. Res. 35: 193. Copyright 2002 American Chemical Society



in the gas phase; the left-hand part of the figure depicts

the vibrational states of the chemisorbed species.

The observed activation energy of Ea ¼ 210meV

represents the difference between the lowering of the

zero-point energies of the two vibrational states, i.e.

Ea ¼ �Eðv00 ¼ 1Þ ��Eðv00 ¼ 0Þ. Hence, chemi-

sorbed D2 molecules in their vibrationally excited

state v00 ¼ 1 are more strongly bound than the

ground-state molecules.

The reaction of O2(ad) + CO(ad) on Pt(111)

Awell-studied photoreaction at a metal surface is the

photoinduced process O2(ad)þ CO(ad) on Pt(111),

which leads to the product CO2(g). This reaction was

studied by preparing the Pt(111) surfacewith a satura-

tioncoverageofO2, followedbya saturationexposure

toCO (�0.2 ML) at a surface temperature of�100 K.
To photoinduce the surface reaction, an unpolarized

light source (an Xe arc lamp of 150W total power)

was used to irradiate the metal surface together with

the adsorbate. Any desorbed product was monitored

by a mass spectrometer.

The mass spectrometer signal for CO2, generated

via the photoinduced oxidation of CO, is shown in

Figure 27.22 as a function of the irradiation time. The

Xe arc-lamp wavelength interval used in the experi-

ment was l ¼ 338� 35 nm.

The product carbon dioxide (13C18O2) mass signal

decays exponentially over the whole time interval of
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temperature of Ts ¼ 677 K. Notice the rotational structure
of the (B; v0 ¼ 4) (X; v00 ¼ 0) Lyman band. Adapted with
permission from Schröter et al, Phys. Rev. Lett. 62: 571.
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irradiation (total time�205 s).Note that theparticular
rare isotopes are used to improve the signal-to-noise

ratio, eliminating the background signal due to the

most abundant 12C16O2. The observed photochemis-

try is entirely due to a non-thermal mechanism; no

photoinduced CO2 product was observed when CO

was co-adsorbed with atomic oxygen. This suggests

that ‘hot’ O atoms are required for a reaction to occur,

namely those that are formed in the photodissociation

of adsorbed O2. Thus, the photoinduced reaction

occurring on Pd(111) at 100 K can be written forma-

listically as

O2ðadÞ þ COðadÞ þ h� ! OðadÞ þ O
!��COðadÞ

! OðadÞ þ CO2ðgÞ

A schematic of this sequence is depicted in

Figure27.23.The initial step involves selectivephoto-

dissociation ofO2 co-adsorbedwith CO. This conclu-

sion is supported by the fact that the wavelength

dependence of the CO2 yield follows that for photo-

dissociation of O2. Note that the photodissociation of

O2 adsorbed on Pt(111) was red-shifted with respect

to the gas-phase photodissociation; the rather signifi-

cant red shift is attributed to alteration in the O2

electric structure upon adsorption. In a second step,

the photochemically produced hot O atom collides

with a neighbouring CO molecule to form CO2. In a

last step, the CO2 molecule desorbs from the surface.

The O
!

in the process-equation and the figure

denotes an O atom that, after photodissociation,

recoils a distance of the order of a few tenths of a

nanometre before encountering an adjacent CO(ad)

molecule. This O
!

may be in transition between the

adsorbed and the gaseous states, i.e. it may react en

route from its (ad) state to the (g) state.

It is interesting to point out that the observedwave-

length dependence in the photodissociation of the
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Figure 27.22 Photonirradiationof1L18O2followedby1L
13C18O co-adsorbed on Pt(111) at 100 K. The product carbon
dioxide (13C18O2) mass spectrometer signal was observed
to decay exponentially as a function of irradiation time,
starting at t ¼ 0 s and interrupted at t ¼ 205 s. A combina-
tion of band-pass and long-pass filters was used to give
338� 35 nm light. A rise in sample temperature of 1.5 K
was directly measured by a thermocouple spot-welded to
the back of the sample. The mass spectrometer nose cone
(2 mm diameter) was positioned normal to the sample,
at �2 mm distance, with light incident at 45� from the
sample normal. Reproduced from Mieher and Ho, J. Chem.
Phys., 1989, 91: 2755, with permission of the American
Institute of Physics
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Figure 27.23 Schematic of the photoreaction between
co-adsorbed O2 and CO on Pt(111) at 100 K: (a) prefer-
ential absorption of radiation by ‘peroxy’-bonded O2; (b)
dissociation of O2; (c) translationally hot O(ad) under-
goes a bimolecular encounter with a co-adsorbed CO
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CO2(g). Reproduced from Ho, in Desorption induced by
electronic transitions, IV, 1990, with permission of
Springer Science and Business Media
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adsorbed O2 resembles the absorption spectrum of

surface peroxides, suggesting that the incident radia-

tion preferentially dissociates O2molecules adsorbed

orientedparallel to the surface.Thus, that themechan-

ism of photodissociation that initiated the reaction of

O2(ad)þ CO(ad) on Pt(111) involves direct adsor-

bate electronic excitation. Evidence for a different,

indirect, photodissociation pathway has been dis-

cussed in Section 27.1 for the system O2��Ag(110).

27.3 Femto-chemistry at surfaces:
the ultrafast reaction
CO/O��[Ru(0001)]

Traditionally, a chemical reaction on ametal surface

involves a thermal mechanism in which phonons

drive the reactants across the reaction barrier in the

electronic ground state. However, hot electrons

(belonging to the high-energy part of the Fermi–

Dirac distribution) can also induce chemical reac-

tions via transient population of unoccupied states of

adsorbates. Such chemical processes are said to be

electron mediated. Phonon- and electron-controlled

processes are essentially different, but they cannot

be distinguished using conventional heating because

electrons and phonons are in equilibrium. The best

method to separate these two processes is to use laser

pulses whose duration is shorter than the phonon–

electron coupling.

When anultra-short laser pulse impingesonametal

surface the electrons are heated very rapidly and give

rise to averyhighand transient electronic temperature

Te, as shown in Figure 27.24. Subsequently, electron–

phonon coupling leads to equilibration of energy

within about 1 ps.

Thus, by using femtosecond laser pulses to excite a

surface, one can separate electron- from phonon-

induced surface processes. This method can be used

to unravel reaction mechanisms whose characteristic

time lies within the sub-picosecond time-scale. A

model example of such an ultrafast surface reaction

is that of CO/O��[Ru(0001)].
The chemical reaction Oþ CO! CO2 was stu-

died by covering the Ru(0001) surface successively

with sub-monolayers of O and CO (see Bonn et al.

(1999)). FormationofCO2via theERmechanism, i.e.

from adsorbed O plus gas-phase CO, does not take

place. Rather, the reaction requires that both reactants

areco-adsorbedon thesurface forCO2production, i.e.

the mechanism is of the LH type. The reaction is

initiated by exciting the surface with laser pulses of

110 fsduration,withwavelength800nm.UnderUHV

conditions, the formation of CO2 is not possible by a

thermalmechanism (i.e. by heating the surface), since

CO desorption dominates the reaction with co-

adsorbed O atoms. However, the TOF spectrum

shown in Figure 27.25 reveals that CO2 is indeed

formed after femtosecond-laser excitation.

Let us investigate the underlying reasons. Once the

hot electrons are formed as a result of irradiating the

surface with an ultrafast short laser pulse, the cooling

of these hot electrons can occur through diffusive

electron transport into the bulk and through elec-

tron–phonon coupling. As a result, a surface reaction

can be triggered either by coupling the adsorbate to

these electrons or to the phonons (path 1 or 2 respec-

tively in Figure 27.26). Path 2 involves an energy

exchange by electron transfer from the substrate to

the adsorbate; thus, energy is transferred to the adsor-

bate.Conversely, inpath 1, the reaction ismediated by
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Figure 27.24 Transient electronic temperature Te after
an ultra-short laser pulse impinges on a metal surface.
Reproduced from Bonn et al, Science, 1999, 285: 1042,
with permission of AAAS
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phonons, which transfer their energy to adsorbate

vibrations coupled to the reaction coordinate.

These processes take place in the electronic ground

state. Therefore, the question is how the type of cou-

pling involved inasurface reactioncanbedetermined.

The answer lies in carrying out a two-pulse correla-

tionmeasurement. In suchmeasurements, the reaction

yield is monitored as a function of the delay between

two pulses of equal intensity. Let us assume that hot

electrons drive the reaction. The high electron tem-

peratures, which would result from the equivalent

energy of the combined two pulses, can only be

achieved when the two pulses are separated by a

time delay not exceeding the electron–phonon equili-

bration time of�1 ps. Therefore, one would expect a
fast response, i.e. only a few picoseconds for the

electron-mediated reaction. On the other hand, since

the cooling of phonons is much slower, of the order

�50 ps, amuch slower response of the order of tens of

picoseconds would be expected for a phonon-

mediated reaction.

The results from two-pulse correlation measure-

ments for the laser-induced oxidation producing

CO2 and CO desorption are shown in Figure 27.27

(top and bottom traces respectively). Notice how the

time-scales for the two competing processes show

almost an order of magnitude of difference. Whereas

the ultrafast oxidation process yielding CO2 exhibits

an FWHM of 3 ps, the CO desorption signal displays

a much slower response with an FWHM of 20 ps.

Clearly, the reaction Oþ CO! CO2 seems to be

driven by the hot electrons, whereas the CO deso-

rption involves coupling to phonons.
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Figure 27.25 CO2 formation from an O- and CO-covered
Ru(0001) surface when the surface is excited with 800 nm
laser pulses of 110 fs duration. Reproduced from Bonn et al,
Science, 1999,285: 1042,with permission of AAAS
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These evidently different activation mechanisms

for the two competing reactions, i.e. the phonon-

driven CO desorption and the electron-mediated

CO2 formation, are illustrated schematically in

Figure 27.28. The figure indicates that the energy

required for CO desorption (Ea ¼ 0:83 eV) is lower
than the energy barrier for CO2 formation (Ea ¼
1:8 eV). This explains why the reaction COþ
O! CO2 cannot be thermally driven, simply

because CO is desorbed before the O atom is acti-

vated. In contrast, laser excitation of the Ru � � �O
bond mediated by laser-heated metal electrons

permits the system to overcome the reaction

barrier of 1.8 eV, thus forming CO2 before hot

phonons are produced, which would cause deso-

rption of CO.

Theconclusion from the experiment describedhere

is that laser excitation of surfaces using ultra-short

pulses allows the investigation of new reaction

mechanisms that are not accessible thermally.

Femtosecond versus thermal chemistry
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Figure 27.28 Different activation mechanisms for the two competing reactions: the phonon-driven co-desorption and
the electron-mediated CO2 formation. Notice how the energy required for CO desorption is lower than the energy barrier for
the CO2 formation. Reproduced from Bonn et al, Science, 1999, 285: 1042, with permission of AAAS
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PART 7

Selected Applications



Laser chemistry is no longer only a playing field for

scientists in research laboratories; many of the tech-

niques have matured to the stage of practical applica-

tions. Some of them have even evolved into routine

applications and have become the method of choice.

It is way beyond the scope of this book to cover all

possible real-world applications; their number is sim-

ply too extensive. By and large, we restrict the exam-

ples selected here to the topics covered in this book on

unimolecular, bimolecular and cluster–adsorbate

reactions. We also have made an effort to highlight

the multidisciplinarity of laser chemistry.

Besides in chemistry itself, applications are nowa-

days found inenvironmental researchandmonitoring.

For example, applications related to the study of our

atmosphere are not uncommon, specifically exploring

which natural and man-made processes influence it;

and the monitoring of pollutants is highly important,

as is the investigation of aerosol chemistry. These and

other examples are summarized in Chapter 28.

Industrial process monitoring and their control is

one of the fields of applicationswhere laser chemistry

seems tobewithoutbounds.With the rapidprogressof

laser technology and the relatively low costs of mod-

ern laser-based equipment, many applications are

becoming attractive in the industrial environment.

As is common in the commercial world, many of

these applications are driven by cost concerns on the

one hand, or are implemented because of regulations

imposed on the operation of a particular enterprise.

Examples here are the monitoring and control of

combustion processes, and everything associated

with them: combustion is encountered in automobiles

in the form of internal combustion engines, in

domestic and large-scale power generation by boilers

and furnaces, and in incinerationofwaste, to namebut

a fewexamples. These examples, and a fewmore,will

be covered in Chapter 29.

Finally, chemical processes and their understanding

and/or control are increasingly important in medicine

and biology: all processes in the living metabolism

are based on chemical processes. Although many of

the applications of lasers in biology and medicine are

more of the type of a ‘brute-force’ cutting tool (like in

laser surgery), it is the chemical processes, stimulated or

probed by lasers, that have drawn the greatest attention

in recent years. Some of the most intriguing examples

are summarized in Chapter 30.
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28
Environmental and other Analytical

Applications

Over the last 50 years or so there has been increasing

concern about man-made pollution of our immediate

working and living environment, and the atmosphere

in particular. Because of this concern, measurement

techniques have been developed and applied to under-

stand the interaction of gaseous emissions on a local

andglobal scale.However, since anyemissionusually

dilutes very rapidly under non-stationary flux condi-

tions in the atmosphere, the concentrations of the

various species of concern are often extremely low,

sometimes below the parts per billion (ppb) level;

nevertheless, evenat such lowconcentrations, adverse

effects may still be noticeable. Clearly, the measure-

ment of such ultra-low concentrations of atmospheric

species constitutes a significant scientific and techno-

logical challenge.

Numerous measurement methodologies and stra-

tegies have been reported in the literature on ways to

tackle the detection and monitoring of trace gases in

the atmosphere, and some gases, e.g. CO and NOx,

are nowadays measured routinely in many areas of

dense population. In addition to being able to mea-

sure the presence of certain gases in the atmosphere,

it is also important (i) to determine the main sources

(with traffic, agriculture and industry being the most

important sources) and (ii) to pinpoint the often

localized sources of emissions (e.g. industrial pro-

cesses may result in large-scale point sources). For

optimizing any gas abatement strategy, to reduce the

emissions, monitoring of the emission species is

paramount.

Traditionally, gas emissions have been measured

and monitored by using methods of so-called ‘wet’

chemistry, forwhich thegas isextracted fromapointof

measurement and preconditioned (e.g. by processes

like drying, etc.). Samples are then subjected to a

specific chemical reaction, from which the presence

of the species and its concentration can be deduced.

However, there are several disadvantages associated

with such wet-chemistry measurement techniques:

� Owing to the often extremely low concentrations,

the gas has to be sampled/extracted for very long

periods of time, depending on the species of interest

sometimes up to hours, before an amount sufficient

for reliable measurement is obtained.

� Then there are many sources of errors related to the

extraction and preconditioning of the gas, and in

general the whole measurement procedure may be

very laborious and time consuming.

� Particularproblemsarise for ‘sticky’gases, i.e. gases

that are easily adsorbed on surfaces. As a conse-

quence, a large, often unknown, fraction can be lost

in the extraction and preconditioning procedure;
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thus, quantification may be a very difficult task.

Quite a few of the polluting emission gases are of

this type, including, for example,HCl,HFandNH3.

Besides wet chemistry, several other measure-

ment techniques are in general use, including gas

chromatography and mass spectrometry. However,

these techniques are relatively complicated, and in

general the gas samples have to be preconditioned

before any quantitative analytical measurement.

As a consequence, the methods are normally slow;

moreover, they may suffer from the same problem as

any method requiring preconditioning.

Here, optical spectroscopic techniques come into

their own, since some of them work without the need

forpreconditioningof thegassample.Hence, theyhave

the potential for in situ analysis and fast-response real-

time measurements. A now widely used technique is

that of emission spectroscopy, utilizing inductively

coupledplasmas.More recently, laser-basedanalytical

techniques have been added to the list, but their use is

still verymuch in its infancy, although they are becom-

ing more accepted with their increasing exposure to

users and analytical certification: for any emission

measurement of gases subject to national and/or inter-

national regulation and legislation, the optical method

has to be comparedwithmeasurements from accepted

standard procedures.

Gas monitors for industrial applications must have

high reliability and require little maintenance; simi-

larly, environmental monitoring may require long-

term use in (sometimes) hostile conditions (large

temperature differences, precipitation, wind, etc.).

Measurement instruments based on laser spectro-

scopic principles now meet these requirements. For

example, applications for monitoring of gases like

O2=O3, CO, NH3, HCl and HF are now routinely

carried out at several installations. These laser-based

monitors provide continuousmeasurements,with fast

response (of the order of a few seconds or less) and

high sensitivity. Normally, conventional techniques

struggle tomeet such requirements, or cannot provide

real-time response at all.

Withall this inmind,onemay try todefinean ‘ideal’

gas monitor. This should

� measure thedesired analyte correctly,without influ-

ence from other gases or dust/aerosols;

� fully, and automatically, compensate for tempera-

ture and pressure effects;

� measure continuouslywith short response time, and

be insensitive to mechanical instabilities;

� use system components that operate near room

temperature or with TE (thermo-electric) cooling,

i.e. no cryogenic cooling is required;

� be reliable and require little maintenance, with few

or no consumable components.

The methods most widely in use now for under-

standing and monitoring chemical processes that

affect our environment and the atmosphere are

those of TDLAS, and remote absorption/Raman

spectroscopy based on lidar (absorption-lidar/

Raman-lidar). Application examples of these two

techniques are outlined in Sections 28.1–28.3 and

Sections 28.4–28.6 respectively. The chapter will

conclude with the description of some less-devel-

oped techniques, which, however, provide infor-

mation not easily obtained, or not accessible at all.

All of them are based on ionization in one form or

other, and include laser-induced breakdown spec-

troscopy (LIBS), matrix-assisted laser desorption

ionization (MALDI) and aerosol TOFMS

(ATOFMS). Examples of these are provided in

Section 28.7.

28.1 Atmospheric gas monitoring
using tuneable diode laser
absorption spectroscopy

Since its first inception, absorption spectroscopy

exploiting wavelengths in the mid-IR has evolved to

become a powerful analytical tool in many scientific

and technical applications. However, the majority of

commercially available lasers exhibit emissionwave-

lengths in the UV, visible and near-IR ranges, but

much less so in the mid-IR.

All organic compounds, and many inorganic

compounds, exhibit strong absorption in the mid-IR

spectral region (2.5–15 mm; see Figure 28.1) due to

resonance with the rotation–vibrational modes of the
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molecules. Substance-specificpeaks andbandscanbe

observed,making it possible to identify different che-

mical compounds, and even the distinction between

some structural isomers is feasible. The emergence

of viable, commercially available near- and mid-IR

lasers now makes laser absorption spectroscopy

an acceptable addition and alternative to long-

established analytical methods, as will be demon-

strated in the following sections.

The general concept of tuneable diode laser
absorption spectroscopy

The advent of lead-salt lasers, providing a broad

variety of emission wavelengths in the mid-IR,

marked a significant advance in the application

of mid-IR laser spectroscopy, notably TDLAS.

However, the need of cryogenic cooling and nor-

mally huge temperature drift of the emission wave-

length, together with high costs for a complete

system, hampered their progress into routine appli-

cations. Furthermore, although they were used

nearly as soon as the first semiconductor diode

lasers became commercially available, TDLAS

for gas analysis only became suitable for labora-

tory use in the 1990s (for a review e.g. see Werle

(1998)). Indeed, highly trained researchers were

required to operate the often-temperamental

devices and to provide expert interpretation of

the signal outputs.

But over the past decade the technology has

emerged from the laboratory, and reliable, practical

and robust commercial TDLAS instrumentation has

come into existence (a few examples are shown in

Figure 28.2), providing means for continuously mea-

suring and monitoring extremely small concentra-

tions of selected gases. This is mainly due to the

progress in diode laser technology.

The technique of TDLAS is based on well-known

spectroscopic principles and sensitive detection tech-

niques (see Chapter 6 for a description of the general

technique). To recapitulate the principle briefly: the

gas molecules absorb laser photons at wavelengths

specific to the energy-level structure of the species

under investigation, and at wavelengths slightly dif-

ferent from these absorption lines there is essentially

no absorption (Beer–Lambert extinction law). Thus,

by scanning the laser wavelength across the absorp-

tion linesof the targetgas, andpreciselymeasuring the

Figure 28.1 Correlation between wavelength regions/energy bands and molecular transition bands (bottom of the
figure), and available laser sources used in TDLAS (top of the figure)
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magnitude of absorption, one can deduce the concen-

tration of target gas molecules integrated over the

interaction path. In general, the measurement out-

come is expressed in units of concentration times

unit path length (here, parts per million times metres,

i.e. ppm m or ppmv m).

Typically, eachTDLASsystem is built using a laser

having a specific design wavelength, i.e. being

optimized for sensitive detection of a particular

target gas. The wavelength is selected to correspond

to a species-specific absorption line of the analyte,

which is free of interfering absorption from other

molecules. Examples of gases that can be sensed

and quantified using TDLAS, and typical minimum

detectable path-integrated concentrations, are listed

in Table 28.1.

The problem of unwieldy lead-salt lasers is

now diminishing, with the rapid advance of room-

temperature near-IR lasers (emerging from telecom-

munication laser technology), and even more so with

the advent of the the quantum cascade laser (QCL).

The latter is the laser that promises to revolutionize

TDLAS most, because of its principal properties,

which were outlined in Section 4.6. Specifically, the

wavelength of QCLs can be tailored to any required

wavelength in themid-IR in the range 3.7–17 mm, and

they do not require cryogenic cooling, but TE cooling

is sufficient. Because of this, for the use of TDLAS as

a ‘chemical sniffer’, QCLs are expected to yield

superior levels of spectroscopic performance in

termsof detection and selectivity, and this is becoming

evident in the increasing number of commercial

TDLAS products appearing in the market place.

Tuneable diode laser absorption
spectroscopy using quantum cascade lasers

The practical implementation of QCLs in spectro-

scopic applications started in the late 1990s. Basi-

cally, two methods of direct absorption spectroscopy

Figure 28.2 Selection of commercially available TDLAS systems. Clockwise, from top to bottom: universal dual-beam
system with internal calibration cell, based on visible–near-IR laser diodes (LTG-LaserTech Inc); multispecies gas monitor,
based on mid-IR QCLs (Cascade Technologies); miniature single-gas sensor, based on visible–near-IR laser diodes (Physical
Sciences Inc.); single-/multi-gas system, based on mid-IR lead-salt lasers (Campbell Scientific Inc.); hand-held remote gas
sensor, based on near-IR laser diodes (Physical Sciences Inc.)
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have resulted from this research, known as inter- and

intra-pulse spectroscopy.

Inter-pulse spectroscopy uses the QCL in pulsed

mode (normally at or close to room temperature). A

short current-pulse to the laser (in the range0.1–10 ms)
is superimposed on a slowly varying current or tem-

perature ramp; as a result, controlled wavelength

scanning is achieved. The current pulse needs to be

tailored carefully in its amplitude and duration for

optimum performance, since the pulsing introduces

a frequency chirp, which may adversely affect the

laser line width. The typical tuning range for this

technique is on the order of 1–2 cm�1, with repetition

frequency of up to a few kilohertz.

In intra-pulse spectroscopy, rather than trying to

minimize the frequency chirp brought about by pul-

sing the QCL, the frequency chirp is exploited to

provide a nearly instantaneous frequency sweep

through the spectroscopic features of interest. Pulse

widths up to several microseconds are used with

current-pulse amplitudes several amperes above

lasing threshold. These top-hat-current pulses cause

localized heating within the laser device; as a conse-

quence, one encounters a frequency down-chirp. The

maximum tuning range that canbeachievedusing this

technique is typically of the order 4–6 cm�1. The

spectralwidth of a down-chirpedQCLoutput is better

than 0.01 cm�1 and repetition frequency of up to

100 kHz are possible. A typical absorption spectrum

of a gas mixture, using a QCL in intra-pulse mode, is

shown in Figure 28.3.

The spectrum clearly demonstrates simultaneous

measurement of gases, including nitric oxide, sulphur

dioxide (SO2), hydrogen sulphide (H2S) andCH4. Such

multiple-gas measurement capability opens up the pos-

sibility of QCL spectrometers entering volumemarkets

(e.g. in environmental monitoring): ruggedized sensors

equipped with QCLs, tailored for specific molecular

gases and adapted for use in harsh environments, have

Table 28.1 TDLAS sensitivities for selected molecular trace gas species, measured with commercial instruments based on
near-IR semiconductor diode lasers, mid-IR lead-salt laser diodes and mid-IR QCL sources (note that for the latter only a
few analytical measurement data are available, because of their novelty)

Semiconductor Sensitivity Sensitivity Sensitivity

Species (mm) (ppmvm) Lead salt (mm) (ppbvm) QCL (mm) (ppbvm)

CH4 1.65 0.1 3.31 10.5

CO 1.57 5 4.59 4.5 4.7 <10
CO2 2.01 0.5

HCl 1.70 0.01

HCN 1.54 0.02

H2O 1.39 1

NH3 1.54 0.2 9.38 9

N2O 1.52 1 4.53 2.2

NO 1.79 3 5.26 20 5.41 <80
NO2 0.67 0.02 6.13 4.5

O2 0.76 10

SO2 7.32 40 7.50 1–2

Figure 28.3 Typical TDLAS response from a multi-gas
mixture, using a QCL source in intra-pulse spectroscopy
mode. Within the tuning interval, several absorption lines
of CH4, H2S, NO2 and SO2 are observed
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started to emerge (some examples are included in

Figure 28.2). However, despite all this progress, thus

far there is only one company, the Switzerland-based

Alpes Lasers, that fabricates QCLs commercially:

pulsed single-mode and multi-mode QCLs across the

whole range 3.4–17 mm are available (off-the-shelf

for selected wavelength intervals covering multiple

molecular species of environmental importance), with

peak power outputs around 100–500mW.

Practical applications in monitoring
of atmospheric gases

Earlier in this section it was pointed out that TDLAS

has turned from a ‘promising technology’ into an

‘established technology’. This is reflected in the

now regularly held international conferences on

‘Tuneable Diode Laser Spectroscopy–TDLS’. For

example, during the fourth conference in the series

(held in Florence, Italy, in 2005) one TDLAS system

manufacturer announced that, in the previous year,

theyhadsold their 1000th instrument,basedon theuse

of near-IR wavelengths. The targeted analytes were

CH4, H2O, O2 and NH3, all being key gases encoun-

tered in combustion.

Besides this specific industrial process application

(for more on industrial monitoring see Chapter 29),

TDLAS provides solutions for challenging measure-

ments in atmospheric research and monitoring. For

example, a key issue in ecosystem research and atmo-

spheric studies is to detect and quantify low and ultra-

lowconcentrationsof (often toxic) tracegases.Also, in

studiesof environmental effects,TDLASaffords rapid

isotopic-specific analysis that canprovide information

on the sources, sinks and transport of substances, and

thus, for example, may allow the local role played by

each of the major greenhouse gases to be explored.

All of this is made possible by the versatility of

experimental set-ups that are now field deployable

due to the small size of the laser sources and the

associated control and detection electronics. A sum-

mary of the broad variety of instruments and gas

sampling methodologies is given in Figure 28.4.

In the next two sections we will provide a number

of prominent applications that reflect the main

groups of TDLAS implementations, namely closed-

path TDLAS (the sample gas is enclosed in a fixed-

dimension cell between the emitter and receiver) and

open-path TDLAS (the distance between the emitter

and receiver is adapted to the specific application,

and the absorption distance may even be variable).

28.2 Closed-path tuneable diode
laser absorption spectroscopy
applications

The effects that numerous trace gases have on our

atmosphere, and associated with it our climate,

have been studied extensively. Probably the most

prominent of these are the greenhouse gas CO2 and

O3-destroyingchlorofluorocarbons (CFCs).But other

trace gases associated with the two aforementioned

effects also receive high attention, namely CH4 and

nitrogen oxides.

CH4 is the most abundant organic trace gas in the

atmosphere. It is now well established that it plays a

major role in the tropospheric chemistry ofO3, aswell

as the hydroxyl radical; it also has become increas-

ingly interesting to greenhouse and climate studies.

The atmospheric concentration of CH4 has more than

doubled since the industrial revolution (from about

0.7 ppmv before to approximately 1.7 ppmv today),

and it appears that anthropogenic activities, including

intensified agriculture, burning of biomass and the

drilling for natural gas, can indeed be correlated to

the increase in CH4 emissions.

Nitrogenoxidesplayan important role in thephoto-

chemistry of the troposphere, controlling the forma-

tion of troposphericO3, affecting the concentration of

the hydroxyl radical, and contributing to acid preci-

pitation. Nitrogen dioxide (NO2) is one of the most

important reactive nitrogen species: its photolysis is

the primary source of O3 in the troposphere (see

Section 28.6 for further details on the actual chemical

processes and rates).

A key issue in the research of our ecosystem and in

atmospheric studies today is the ability to quantify

even small concentrations of trace gases, and follow

their evolution from a source to their final destination.

For biosphere–atmosphere or air–sea exchange, trace

gas flux measurements based on the eddy correlation

technique in addition to high temporal resolution

(sometimes less than 1 s) is required. Of the many
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published studies, herewedescribeonly three in some

detail.

Methane emission from wetlands

Wetlandscontributeabout three-quartersof all natural

CH4 emissions. Emissions of biogenic origin, namely

those from rice paddies, have been identified as one of

themost important sources (approximately 12–20per

cent to the overall atmospheric CH4 budget). CH4 is

produced in rice paddy fields by the strictly anaerobic

process of methanogenesis catalysed by methano-

genic bacteria. Increased cultivation of rice and the

use of enhancing fertilizers are expected to increase

CH4emissions significantly fromflooded ricepaddies

(the concentrations ofCH4are projected to increase to

>2.2 ppmv over the next 20 years). Clearly, there is a

need to understand and assess CH4 fluxes from rice

paddies better, because global extrapolations vary

vastly, up to a factor of 10. Those global CH4-flux

estimates have been extrapolated almost exclusively

from closed-chamber measurements, which do not

take into account any of the time-dependent weather

conditions encountered in real cultivation.

Werle and Kormann (2001) report on a field cam-

paign of CH4-emission measurements from rice

paddy fields, simultaneously recording eddy correla-

tion and closed-chamber data (the former by using

a TDLAS system, the latter being based on the

standard diffusion-chamber method). Simultaneous-

ly with the CH4-emission data, micrometeorological

measurements were performed (e.g. recording wind

direction and speed using a sonic anemometer).

The eddy-correlation technique directly deter-

mines the flux of an atmospheric trace constituent

through a plane that is parallel to the ground. It repre-

sents an instantaneous upward or downward transport

of the species under investigation, ultimately yielding

a net flux. Ideally, the meteorological conditions

Figure 28.4 Conceptual TDLAS set-up strategies, utilizing open-path configurations (with or without retro-reflector) or
closed path (with single-point or multi-point sampling, annotated as POINT and DUCT monitors in the figure). The
transmitter and receiver units may include beam guiding/forming elements, such as optical fibres, telescopes, multipath
reflectors, etc. The set-up also indicates the option of simultaneous calibration to a reference standard
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should not vary over the course of an individual mea-

surement; this was normally guaranteed in the experi-

ments described here, due to the fast response times of

the TDLAS system and the sonic anemometer. The

measurement instrumentation used in this study is

shown in Figure 28.5.

The actual fieldwork was carried out in the main

rice-growing area of western Europe, in the valley

of the River Po, near Vercelli (Italy). A variable-

height measurement mast for the recording of the

meteorological data and continuous gas sampling

was set up in the field. Micrometeorological data

(wind direction, wind speed, temperature, pressure,

humidity, and other factors) were recorded together

with the signals from the TDLAS trace-gas sensor,

to generate a complete data set for analysis. At the

particular measurement site (see the top of Figure

28.6), the best wind conditions for eddy-correlation

measurements were found around midday (with

wind speeds well above 1 m s�1 and predominantly

coming from south of the measurement mast). In

general, data were recorded for daytime and for 24

h flux measurements.

From these data a mean daytime flux of

6.35 ppbv m s�1 (equivalent to 14.5 mg m�2 h�1)

was derived. Some CH4-flux data, plotted versus

time andwinddirection, are shown in the lower panels

of Figure 28.6.

It should be noted that not only cultivated rice

paddies contribute to biogenic CH4 emission, but

that boreal wetlands also account for substantial con-

tributions. In studies at some fen sites, TDLAS mea-

surements similar to those for the rice paddies (see

Kormann et al. (2001)) revealed average daytimeCH4

emissions of about 5.4 mg m�2 h�1.

Measuring the deposition of reactive
nitrogen compounds

Observations of concentrations and deposition rates

for the most important radical (NO2) and non-radical

(HNO3) components of tropospheric reactive nitro-

gen provide information on themechanisms and rates

for removal of nitrogen oxides during transit from

source regions.

Figure 28.5 Field-deployed TDLAS spectrometer for eddy-correlation trace-gas measurements. The gas sampling head
(on the left) incorporates a non-dispersive IR H2O/CO2 sensor and an anemometer. Adapted from Werle and Korman, Appl.
Opt., 2001, 40: 846, with permission of The Optical Society of America
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A TDLAS system, capable of measuring HNO3

concentrations below 1 ppb, was used by Horii et al.

(1999) in a pilot study for field-deployable instrumen-

tation. The measurements were carried out near

Boulder (Colorado, USA), over a period of about

2 weeks. Average concentration data are shown in

Figure 28.7, revealing the diurnal cycle of HNO3

(data binned for hourly intervals). For cross-

reference, comparison data from a chemical ioniza-

tion mass spectrometer (CIMS) are also included in

the figure, demonstrating the good agreement

between the two measurement methods.

Thedeployment of a dualTDLASsystemwith sub-

parts-per-billion sensitivity, to monitor both NO2 and

HNO3, will allow one to assess claims that direct

deposition of NO2 may be significant compared with

HNO3 deposition in the atmospheric boundary layer

NOx budget. Suitable types of target destination

include forest areas, which are sufficiently far away

from local sources to allow atmospheric processes to

become the flux-dominant factor.

Continuous year-round measurements of O3, NO,

NO2, NOx, and other species have been carried out

since 1990 at the Harvard Forest facility (central

Massachusetts). The TDLAS system deployment

to theHarvardForest facility presented thefirst oppor-

tunity to implement a continuous, year-round study of

the speciation of reactive nitrogen in the boundary

layer, to explore seasonal effects, interannual varia-

bility, and other potentially important changes affect-

ing, for example, the production of O3.

Airborne tuneable diode laser absorption
spectroscopy measurements

One of the major issues in stratospheric mixing

processes is the temporal evolutionoffine-scale struc-

Figure 28.6 Example for field eddy-correlation measurements, with the gas sampling mast located in the downwind
direction of a rice field. Some time-series data of the CH4 flux plotted (lower left panel), together with a correlation of the
data with the wind direction (lower right panel). Adapted from Werle and Korman, Appl. Opt., 2001, 40: 846, with
permission of The Optical Society of America
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ture in the atmosphere, e.g. localized intrusion of

tropospheric air into the stratosphere. In this context,

time-resolved measurements of, for example, N2O

and CH4 are of importance, because they help in the

classification of air masses from different geographi-

cal and height regions of the atmosphere. Measure-

ments of this type mean the deployment of airborne

analysis equipment, which is still a measurement

challenge even for state-of-the-art spectroscopic

instrumentation (e.g. Schirnmeier, 2004). However,

a variety of research problems are addressed in the

lower atmosphere (troposphere and stratosphere),

such asO3 depletion, globalwarming, climate change

and air quality, to name but the most common.

Increasingly popular for the task are laser-based

sensors for in situmonitoring of the concentrations of

avariety of tracegases, includingCO2,H2O,NO,NO2,

O3, etc. As pointed out repeatedly in this chapter,

TDLAS instruments are commonly very sensitive,

fast, highly compact, and they can be completely auto-

mated (specifically, this is true for the next generation

of laser-based sensors using quantum cascade mid-IR

lasers). Several TDLAS systems have been developed

for airborne deployment, including service aboard bal-

loonsoraircraft.Balloonsprovidemeasurementdataat

specific locations, but up to altitudes of 100 km or so

(troposhperic and stratospheric data can be collected).

Airplanes operate at lower altitudes (basically the tro-

posphere), but they can cover wider areas, including

locations normally inaccessible for balloon launches.

Airplane-deployed research platforms in operation

for atmospheric research in most cases carried

TDLAS systems in one form or other, e.g. NASA’s

DC-8 missions (see Fried et al. (1999)) or the

European M55 Geophysica mission (see Pantani

et al. (2004)).Note that, besides twoTDLAS systems,

Geophysica carried about a dozen other instruments

to complement the TDLAS data. Another ongoing

multinational airborne programme including TDLAS

sensors is carried out under the auspices of the

SPARC (Stratospheric Processes and their Role in

Climate) programme, notably the SPURT missions,

investigating tracegas transport in the tropopause (see

Hoor et al. (2003)).

Of the balloon missions, probably the most

notable and systematic are those within the frame-

work of the European ENVISAT programme.

Since 2000, the balloon-borne SPIRALE instru-

ment has contributed to the validation of ENVI-

SAT through in situ measurements. Six separate

on-board TDLAS systems allow for absorption

measurements for a large range of species, includ-

ing CH4;CO;HCl;HNO3, NO2, NO, N2O and O3.

Here, we show just one measurement example,

Figure 28.7 Measurement data of diurnal cycles of HNO3, at a site near Boulder, Colorado. CIMS: chemical ionization
mass spectrometer. From Horii et al, 1999. Reproduced from Horii et al, SPIE 3758-19, 1999, with permission of the
International Society for Optical Engineering
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from a flight that took place in Aire Sur L’Adour,

France, in 2002 (see Moreau et al. (2003) and

Huret et al. (2006)). Figure 28.8 shows vertical

concentration profiles of N2O and CH4 recorded

by TDLAS measurements during ascent; a strong

correlation between the two species is observed.

28.3 Open-path tuneable diode
laser absorption spectroscopy
applications

In the early days of tuneable diode laser spectroscopy,

as is true for many modern-day applications, the

experimental set-up of a TDLAS system was com-

prised of a gas cell as its centrepiece. This sampled the

analyte across a closed volume allowing for the con-

trol of the internal and external parameters (e.g. ambi-

ent temperature, gas pressure in the cell, etc.). Then,

flow-type systemswere introduced later, in which the

overall configuration was modified so that the gas

could be continuously exchanged in a flow through

the cell, normally assisted by a pump at the exit of the

cell, as shown in Section 28.2.

However, there is no principal reason why a cell

configuration (i.e. a closed path) is required at all. It

has been demonstrated by numerous research groups

that the cell can be removed; now, an (ambient) gas

sample between the emitting laser and the receiving

detector can bemeasured. This configuration consti-

tutes a so-called open-path arrangement. One of the

drawbacks of the open-path implementation of

TDLAS is that it is no longer easy (or it is even

impossible) to control the measurement parameters.

For example, fluctuations in pressure and tempera-

ture are normally affected by environmental condi-

tions and are not arbitrarily adjustable by the

researcher. Also, the measured gas volume is, by

and large, at atmospheric pressure; as a consequence,

molecular absorption lines are broadened and it may

not be as easy, as under low-pressure conditions, to

separate the absorption lines associated with the

different constituents of a gas mixture. On the other

hand, open-path configurations benefit from the flex-

ibility that the TDLAS set-up can be set up in situ

without having to analyse the gas at separate mea-

surement locations.

Open-path TDLAS can be realized in three com-

mon implementations: (i) the laser beam traverses the

measurement gas volume and the absorption is

recorded by a detector placed opposite to the laser

source; (ii) the laser transmitter and the detector recei-

ver are mounted adjacent to each other, with the laser

beam being reflected back into the detector by a retro-

reflector at the far side of the gas volume; and (iii) the

laser anddetectoraremountedagain sideby side, buta

reflecting mirror is not used and instead the (diffuse)

reflections from ambient targets beyond the gas

volume are recorded. Note that multipass arrange-

ments are normally difficult to implement, and in the

latter case impossible. Below, we discuss some repre-

sentative examples for each of the three cases.

Roadside monitoring of car exhaust emission

Emission from internal combustion engines of cars is

deemed the largest contribution to urban pollution.

Although only emitted in quantities at trace level

concentrations, the influences of CO and oxides of

nitrogen are the most severe in combustion exhaust

gases. Significant efforts have been made to design

engines and exhaust systems that minimize these

emissions.

Figure 28.8 Measurement data from a balloon flight
(2 October 2002) with the SPIRALE experiment series.
Vertical profiles of N2O and CH4 obtained during ascent,
demonstrating the strong correlation between the two
species. Adapted from Huret et al, J. Geophys. Res.,
2006, 111:D06111, with permission of the American Geo-
physical Union
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However, aging and bad maintenance of a car may

nullify these efforts. It is quite clear that a small

percentage of vehicles, known as ‘gross polluters’,

make a large contribution to motor vehicle pollution.

The consensus is that CO contribution increases

exponentially with vehicle age, and that from this

age-dependence one derives that �50 per cent of

COemission comes fromonly 10 per cent of vehicles.

There are two ways in which one may probe these

emissions and whether they comply with legislation.

One is during the standard vehicle inspections carried

out by the national vehicle inspectorates, normally

once a year in the UK. However, this does not guar-

antee that in between these official checks the car

continues to meet the legal requirements. Therefore,

in situ real-time roadside checks are desirable, which

can rapidly and precisely measure the emissions from

a particular vehicle, and in addition identify the offen-

der. For this to work, instrumentation has to be low

cost and the measurement technique has to be non-

invasive to enable rapid on-road testing of passing

vehicles without inconvenience to the motorist.

Open-pass TDLAS sensors with lasers operating at

the absorption wavelength of the pollutant of interest

meet these requirements. The measurement principle

is shown schematically in Figure 28.9. The beam

launched from the laser emitter within the sensor

head is aligned across the road with a retro-reflector

at the opposite curb. The reflected light is then col-

lected by the detector, alsowithin the sensor head. The

response time of TDLAS sensors is fast in general,

and individual measurements can be recorded within

a few microseconds; the overall measurement time

depends on the desired sensitivity.

Such roadside TDLAS monitors for exhaust gases

can be automated (commercial instruments are man-

ufactured, for example, byTDLSensorsLtd in theUK

and Physical Sciences Inc. in theUSA), as the cartoon

in Figure 28.9 demonstrates. The sensor monitors the

trace gas continuously, generating a signal related

to the background level. As soon as a car passes

through the measurement laser beam, the signal is

interrupted. This event is used as a trigger to start an

actual measurement, after a suitable delay (to let the

car pass first, but not too late so that the emission

plume has dispersed). An example for a recording of

transient NH3 emission is shown in the data trace of

Figure 28.9, revealing the sudden increase in NH3

Figure 28.9 Principle for real-time, triggered automobile exhaust measurement with an open-path TDLAS set-up (right),
here exemplified for the monitoring of NH3 emission (left). Courtesy of TDL Sensors Ltd (2003)
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concentration in the wake of the passing vehicle,

which dies down due to dispersion, normally within

a few seconds.

If the data evaluation is fast enough then the

recorded signal can be comparedwith a legal standard

value; in the case that it is surpassed, a camera is

activated to capture the offending car’s number plate

(provided the speed of the car is not excessive). Such a

situation is shown in Figure 28.10 for a TDLAS road-

side sensor monitoring CO and CO2.

The specific sensor shown here has a quoted accu-

racy for CO detection of �0.25 of concentration per

cent, and a response time of less than half a second

(�0.2 s to make and evaluate the actual measure-

ment). This is quite sufficient to identify and capture

pollution offenders.

Monitoring of flue-gas emission in stacks

The most important emission gases believed to have

an impact on the environment are related to combus-

tion processes. In an industrial context, emissions

usually come from boilers (such as those in power

plants), waste incinerators and furnaces (e.g. metal

smelters and glass furnaces).

The continuous monitoring of gas emissions from

industrial processes has traditionally been limited to

the well-established measurement of CO, and oxides

of nitrogen (mostly NO and NO2) and SO2. On the

other hand, the continuous measurements of gases

such as HF, HCl and NH3 has been rather limited;

the standard practice has involved sampling tests

using wet chemical analyses. For many of the

gases that are particularly difficult to measure in

real time (including the aforementioned corrosive

reagents), TDLAS offers practical solutions.

Here, we present the example of a measurement

of flue gases from a boiler/incinerator unit of a

paper mill, containing HCl amongst other gases.

HCl emission depends mostly on the content of

chlorine in the fuel (Linnerud et al., 1998). The

boiler/incinerator unit, at the heart of this example,

is designed to burn municipal waste and other

Figure 28.10 Measurement example (for CO/CO2) with an open-path TDLAS set-up, together with a triggered capture of
the car number plate. Courtesy of TDL Sensors Ltd (2003)
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materials of calorific values of different degree;

clearly, this universality of fuel puts high demands

on both the process control and the abatement

system.

It is well established that in the incineration of

domestic waste about 90 per cent of the Cl content

in the fuelwill end up asHCl in thefluegas. InEurope,

themaximumpermissible emission level ofHCl from

industrial anddomesticwaste incineration is specified

not to exceed the daily mean value of 10 mg m�3.

TDLAS is one of the few detection methods with

sufficient sensitivity (detection limits �0.1 ppmm),

and the only one suitable for in situ real-time

measurements.

Figure 28.11 shows simultaneous time-series mea-

surements for various flue-gas components from the

stack of a boiler/incinerator unit (Linnerud et al.,

1998), notably O2, CO and HCl. A clear correlation

between the emission of CO and O2 can be observed

(upper and middle data panel in the figure), notably

that the CO concentration increases dramatically at

those times when the O2 concentration is low; this is a

sign of poor incineration efficiency, and the two sig-

nals can be used as a feedback to optimize the fuel/air

ratio in the incinerator.

As stated earlier, the concentration of HCl in the

flue gas depends mostly on the content of chlorine in

the fuel, and as such is not expected to exhibit

significant variations related to process-control para-

meters. Indeed, this is observed in the measurements,

where no apparent correlation between the concentra-

tion of HCl and the other two gases can be identified

(lower data panel in Figure 8.11).

Open-path urban ozone measurements

The numericalmodels used in air pollution studies are

normally based on a space- and time-averaged

description of the atmosphere. For urban areas,

these models have a typical spatial resolution of

1–5 km; consequently, data entered into the model

Figure 28.11 TDLAS of the flue gases from a waste incinerator. Each sample point in the continuous time recording
is averaged over 1 min. The CO concentration (centre panel) increases dramatically as soon as the O2 concentration
(top panel) falls below 5.5 vol.%. The HCl concentration (lower panel) is uncorrelated. Adapted from Linnerud et al, Appl.
Phys. B, 1998, 67: 297, with permission of Springer Science and Business Media
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have to be of similar resolution. Clearly, point mea-

surements cannot normally represent a large spatial

area for this purpose (too many sampling locations

would be required). Furthermore, all point-sampling

methods can easily be affected by neighbouring pol-

lutant sources; therefore, results from point sampling

mayonly be representative locally.Anobviousway to

overcome the drawbacks of the point-samplingmeth-

ods is probing over an open-air path. Remote optical-

sensing techniques, such as differential optical

absorption spectroscopy, can directly provide accu-

rate measurements of the average concentration of a

number of trace gases over long open paths. However,

the technique is limited toa fewcompounds absorbing

in the UVand visible; furthermore, its performance is

further reduced in aerosol-rich environments (e.g. the

presence of smog).

Successful detection of various trace gases at con-

centration levels typically of the order of parts per

billion has been achieved with mid-IR laser sources,

including lead-salt diode lasers and, more recently,

QCLs.

As pointed out earlier, a number of complications

arise for open-path measurements, specifically

pressure-induced line broadening, which reduces the

sensitivity of the measurement. However, to some

extent the lower sensitivity can be compensated

for by increasing the optical path length. The other

problem (air turbulence-related variations in the con-

centration) canbe removed if the scanning timeacross

an absorption profile is short, of the order less than 1

ms. Such fast scanning can be easily implemented in

most TDLAS systems, butmost elegantlywhen using

QCLs configured for intra-pulse spectroscopy (see

Section 28.1).

Here, we describe an example of open-path O3

detection over absorption lengths of up to �6 km,

using an intra-pulse QCL spectroscopy set-up

(Taslakov et al., 2006). The experimental realization

of these measurements is shown schematically in

Figure 28.12.

Theopen-pathexperimentswere carriedoutusinga

transmitter–retro-reflector–receiver configuration,

where the laser radiation was transmitted into the

atmosphere and returned back to the detector along

a coaxial delivery/return path. A corner-cube retro-

reflectorwas placed at the required distances between

220 m and 2900 m from the transmitter/receiver site

(all at a height of �20 m), representing absorption

path lengths of 440–5800 m.Themeasurementswere

taken at ambient O3 concentrations in the range

10–70 ppb.

In the lower part of Figure 28.12, results from the

short (440 m) open-path O3 measurements are com-

pared with reference data acquired by using two UV

photometric O3 analysers installed at the transmitter

and the retro-reflector sites. A good cross-correlation

of the twodata sets is observed,with the discrepancies

between the results obtained by the open-path and

point measurements not exceeding 10 per cent. The

data suggest a reliableO3 concentrationmeasurement

capability of the order�3 ppb absolute.

Gas leak detection using a hand-held
tuneable diode laser absorption
spectroscopy instrument

Leakage from the gas mains network and pipelines is

an important issue that has to be managed by the

gas industry worldwide. On the report of a gas leak,

or during routine maintenance, engineers use gas-

sensing instruments to confirm the presence of non-

ambient amounts of the gas and to identify the source

of the leak. The conventional approach to low-level

(parts per million) leak detection is based upon flame

ionization detectors. However, instruments based on

this technologymeasure the gas concentration at only

a single point; therefore, locating the source of a leak

may be a difficult and slow process. Furthermore,

when trying to locate the source of a leak, the spatial

distribution of the gas cloud can be more informative

than theprecisemeasurement of thegas concentration

at a single point.

One approach of actively ‘imaging’ gas concentra-

tions over distance is based on the optical absorption

of laser light. Differential absorption lidar (DIAL)

instruments can detect gases over the line of sight of

the pulsed light beam using the light back-scattered

from thegas to give the concentration (from the signal

size) and the range (from the delay time); see Sections

28.4–28.6 for details of the technique. However, the

depth resolution of such systems is not suited to the

short distance scales for local leak detection (nor-

mally of the order 5–20 m).
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As a viable alternative, hand-held gas leak detec-

tors based on the principle of TDLAS have been

developed by a number of groups. Some have

reached commercial maturity, e.g. the RMLD

(remote methane leak detector) instrument built by

Physical Sciences Inc. in the USA (Frish et al., 2000;

see also Figure 28.2), or the device developed by the

European VOGUE (visualization of gas for utilities

and the environment) collaboration (van Well et al.,

2005).

To date, all hand-held CH4 gas-detecting TDLAS

instruments have been designed around single-mode,

single-frequency InGaAs distributed feedback laser

diodes at �1.6 mm. This wavelength coincides with

the �3 absorption band of CH4; although it is not the

strongest, its absorptivity is still sufficient for sensitive

measurements. Other than in standard TDLAS,

neither a closed cell nor a reflecting mirror is used;

instead, the instruments rely on the back-scatter from

any type of topographical target.

The measurement principle is rather simple, and is

shown schematically in the top of Figure 28.13. The

outgoing IR laser beam can be directed at a wall,

ceiling, road or pavement; in fact, any ‘solid’ surface

is suitable in principle. The surface scatters a small

proportion of the light back towards the instrument’s

detector. Analysing the optical absorption spectrum

of the returned light, as a function of a number of

selected raster points, allows one to calculate the

concentration of CH4 in the intervening space and,

using some sophisticated evaluation algorithms, to

deduce the location of the leak (see the lower part of

Figure 28.13).

This typeof sensor is capable of locating leaks from

a distance of up to�20 m,with typical response times

of 0.1–1 s. Over the range of a fewmetres the sensors

exhibit sensitivities close to that required fordetecting

the atmospheric background (about 1.6 ppm).

Of course, the sensitivity of any of the hand-held

CH4 TDLAS detectors depends critically upon the

Figure 28.12 Telescopic open-path QCL-TDLAS measurements for urban O3 concentrations. The displayed measurement
data were taken over 440 m path length, and are compared with measurements from a local O3 monitor. Adapted from
Taslakov et al, Appl. Phys. B, 2006, 82: 501, with permission of Springer Science and Business Media
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amount of back-scattered light, which itself depends

upon the nature of the surface. To demonstrate the

capability of the devices, simulated CH4 leaks were

investigated for a range of scattering targets and dis-

tances. Some example measurements are shown

in Figure 28.14, demonstrating that even the rather

diffuse reflection from a grass embankment or a bush

is sufficient to detect a leak (in the example

shown, within less than 10 s of the deliberate release

of CH4).

28.4 The lidar technique for remote
analysis

Although optical probing of the atmosphere was

established before the invention of lasers, the rapid

development of laser technology, and more specifi-

cally the advent of Q-switching, has resulted in laser

techniques replacingmany of the early, conventional,

techniques. Essentially, the generation of short and

high-energy laser pulses made possible the remote

sensing of atmospheric components in a way similar

to radar. Thus, range-resolved measurement data

become available by monitoring the time between

the emission of the laser pulse and the arrival of the

scattered signal at a receiver. The time interval

between these two pulses (stimulus and action) can

be related to the range at which the scattering took

place, via the velocity of the light. This is the origin of

Figure 28.13 Measurement principle (top) of an open-
path remote TDLAS CH4 gas leak sensor, and an example
for the distance localization of a leak (bottom). Adapted
from Pride et al, VOGUE Public Synthesis, 2004, with
permission of Advantica Ltd

Figure 28.14 Remote open-path TDLAS measurement,
using a hand-held instrument. The data displayed are
for simulated gas leak detection, measured from (a) a
brick wall at distance 21 ft; (b) a grassy embankment at
22 ft; and (c) a hedge at 17 ft. The arrows indicate the
nozzle release of CH4. Adapted from Frish et al, SPIE
4199-05, 2000, with permission of the International
Society for Optical Engineering
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the acronym lidar, which stands for ‘light detection

and ranging’ (e.g. Measures, 1984).

Laser remote sensing takes advantage of

several processes, namely: Rayleigh scattering, Mie

scattering, Raman scattering, resonance scattering,

fluorescence, absorption, and differential absorption

and scattering (DAS). Except for the latter, all these

processes were briefly outlined in Chapters 6 to 8.

Therefore, only the methodology underlying DAS is

shown schematically in Figure 28.15.

Basically, the method encompasses evaluating the

differential attenuation of two laser beams bymeasur-

ing their back-scattering signal. The light frequency

of one of the laser pulses is resonant to a given

molecular transition, while the frequency of the

other is detuned from any resonant conditions. The

typical ranges and cross-sections for the scattering

process mentioned earlier are summarized in

Figure 28.16.

Looking at the cross-section values, it becomes

evident that just a modest Mie scattering contribution

may swamp any Rayleigh or Raman contribution,

because the Mie scattering cross-section is so high

in comparisonwith the others. As a consequence, low

concentrations or changes in concentrations of dust or

aerosols can be detected.

Resonance scattering (also known as atomic or

molecular resonance fluorescence) exhibits relatively

large cross-sections; however, quenching of the

fluorescence by the more abundant ground-state spe-

cies at atmospheric pressure is responsible for low

detected signals. Hence, this technique is more useful

in low-pressure environments, e.g. to detect trace

components in the upper atmosphere. When using

absorption or fluorescence detection techniques the

acronym lidar stands for ‘light identification, detec-

tion and ranging’, slightly modified from its normal

meaning.

Because the cross-sections for Raman scattering

are extremely small, it is used in lidar only for

a few, specific applications due to its limited

range and sensitivity (for one of those applications

see the segment on stratospheric studies further

below).

In a typical lidar system the back-scattered light is

collectedbya telescope, normally arranged inparallel

or coaxiallywith the laser sourceemitter, as illustrated

in Figure 28.17. The collected signal is focused onto a

photodetector and analysed, for its dependence on

wavelength and time (i.e. distance). The number of

photons received NpsðR; lÞ from a distance R, at a

given wavelength l, is given by (Measures, 1984)

NpsðR; lÞ ¼ NplðlÞ
S0

R2
bðR; lÞ ð28:1Þ

��ReðR; lÞ exp �2
ZR
0

aðR; lÞ dR

2
4

3
5

where Npl is the number of photons emitted by the

laser, S0 is the collection area of the telescope,�R is

the spatial resolution of the system (which is essen-

tially limited by the laser pulse duration t according to

�R ¼ ct=2), the parameter bðR; l) is the volume

back-scattering coefficient, eðR; l) is the detection

efficiency, and aðR; l) is the total atmospheric extinc-

tion coefficient.

The detection efficiency e(R,l) includes all geome-

trical and optical factors of the receiver arrangement.

It can be separated into two different parameters:

one is related to the spectral characteristic e(l) of the
detection channels (filters, monochromator, etc.), and

the other, e(R), incorporates the geometrical proper-

ties, such as the overlap between the field illuminated

by the laser and the telescope field of view.

The actual signal arising from any ‘aerosol’ con-

centration, used in the evaluation, is associated with

the two aforementioned scattering parameters, i.e. the

volume back-scattering coefficient b and the extinc-

tion coefficient a. The latter appears in the expo-

nential factor exp½�2
R
aðR; lÞ dR� and accounts for

the total atmospheric attenuation of the laser beam

Figure 28.15 Schematic representation of the DAS
method. The differential attenuation at two laser wave-
lengths is measured: radiation with wavelength l1 is
resonant to a given molecular transition; radiation with
wavelength l2 is detuned from the transition
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via the Beer–Lambert law. Two different processes

contribute to the extinction, namely Rayleigh–Mie

scattering, associated with the parameter aRM, and
the specific absorption for the different molecules

present in the atmosphere, described by the absorp-

tion coefficient aA. The extinction coefficient aRM,
like b, is an average over every size, shape and

composition of the aerosol.

The molecule-specific absorption aA allows one to

detect particular gaseous pollutants, using the DIAL
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Figure 28.16 Range of cross-sections of the different interactions relevant to laser environmental sensing; ll, ld and la

represent the laser, detected and absorbed wavelengths respectively. Adapted from Measures, Laser remote sensing, 1984,
with permission of John Wiley & Sons Ltd
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technique, which is based on the use of a pair of

wavelengths close to each other, with a large adsorp-

tion coefficient difference (associated with lon and

loff , for on-resonance and off-resonancewavelengths
respectively).

Let us consider that such a pair ofwavelengths (lon,
loff), selected for a pollutant ‘A’, is sent simulta-

neously into the atmosphere. Since lon and loff are
close enough they will exhibit the same scattering

properties. Thus, a chimney plume containing, for

example, a certain amount of a pollutant will absorb

the outgoing and back-scattered photons at wave-

length lon much more strongly than at loff . From the

resulting signal difference, and via the Beer–Lambert

law, one can derive the concentration of a specific

pollutant, as a function of distance. If one takes the

ratioof the two lidar returns (representedbyanexpres-

sion as given in Equation (28.1)), and then constructs

the derivative of its logarithm, one obtains

NAðRÞ ¼
1

2½�ðlonÞ � �ðloffÞ�
d

dR
ln

NpsðR; loffÞ
NpsðR; lonÞ

� �
ð28:2Þ

whereNA(R) is thenumberdensityof thepollutant and

�ðlon) and �(loff) are the adsorption cross-sections at
the wavelengths lon and loff respectively.

Therefore, the concentration of a particular species

can be measured and its range determined. Further-

more, by scanning the area of investigation in azimuth

and elevation, 2D and 3Dmaps of the various species

can be obtained, constituting a molecule-specific

radar.

28.5 Lidar in the study
of atmospheric chemistry:
tropospheric measurements

Sources of anthropogenic pollution

Air pollution due to particulate matter and SOx, from

coal combustion, has been a serious problem formany

years. Theword ‘smog’was originally coined in 1905

(see Wayne (2000)) to describe the combination of

aerosol particulates and fog. These conditions were

present in many industrial cities, and especially in

London in the 1940s–50s: more than 4000 people

died in the 1952 London pollution episode. However,

new regulationswere introduced (smokeless fuel) and

this problem was soon eliminated.

In the 1940s a new type of smog was discovered.

The phenomenon, known as ‘photochemical smog’,

Figure 28.17 Essential elements of a laser environmental sensor. Adapted from Measures, Laser remote sensing, 1984,
with permission of John Wiley & Sons Ltd
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was encountered Los Angeles, southern California

(Wayne, 2000). Its main features were reduced visi-

bility, due to enhanced light scattering from

aerosols, and the production of high concentrations

of O3 and a variety of other oxidizing species, e.g.

peroxyacetyl nitrate (PAN; chemical formula

CH3 � CðOÞ � OO � NO2). These species cause irrita-

tion of the eyes and the respiratory tract, in addition

to plant damage and other regional effects. Early

studies of photochemical smog demonstrated that

it originated from the interaction of sunlight with

tropospheric nitrogen oxides (NO and NO2) and

hydrocarbons, primarily from anthropogenic sources

such as automobile emission. Figure 28.18 shows a

typical diurnal variation plot of the concentration of

these species in the urban atmosphere; the evolution

plot reveals hydrocarbon oxidation to form aldehydes

and CO, as well as the oxidation of NO to NO2. With

advancing time, NO2 concentrations fall, due to

photolysis; this leads to the formation of O3, which

starts to increase.

A so-called photostationary state can be reached

betweenNO,NO2 andO3, inwhich theO3 concentra-

tion is governed by the NO2/NO ratio, i.e.

½O3� ¼ a
½NO2�
½NO� ð28:3Þ

The photostationary state implies that no net increase

of O3 is taking place: while one O3 molecule is pro-

duced by the combination of atomic oxygen with

molecular oxygen, simultaneously one molecule of

O3 is lost in reaction with NO. The process is sum-

marized in Box 28.1.

Thus, thenet productionof troposphericO3mustbe

due to additional chemical processes converting NO

to NO2 and, therefore, increasing the [NO2]/[NO]

ratio. In the troposphere this occurs by oxidation of

NObyHO2 or organic peroxy-radicals, R–O2. There-

fore, the controlling factors governing O3 production

in photochemical smog are the production ofHO2 and

R��O2 via hydrocarbon oxidation in urban atmo-

spheres.

Stratospheric O3 provides protection against UV-B

radiation (wavelength range l ¼ 280--320 nm) and it

determines the temperature profile in the stratosphere

by absorbing solar UV radiation. In the latter context,

O3 is an important species that can affect climate

warming/cooling trends (e.g. Roelofs et al., 1997).

In the troposphere, however, O3 is perceived as more

of a pollutant, which has adverse effects on animals

and plant life, especially above background levels of

about 40 ppb.

Ozone lidar measurements in the urban
environment

O3 isperhaps themost important pollutant responsible

for the smog present in large urban areas, particularly

in summer: NO2 photolysis is the major source

of tropospheric O3. In urban atmospheres the

Figure 28.18 Plot of average concentrations of hydro-
carbons, oxidant (I.e. O3), NO2, NO and aldehydes in the
atmosphere, as a function of time of day in downtown Los
Angeles. Data for hydrocarbons, aldehydes and O3 (1953–
54); data for NO and NO2 (1958); recorded by the Los
Angeles County Air Pollution Control District on days
when eye irritation was present. Reproduced from Kerr
et al, Chem. Brit., 1972, 8: 252, with permission of The
Royal Society of Chemistry
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emissions from road traffic comprise nitrogen oxides

and volatile organic compounds (VOCs). In this

subsection we will discuss several examples of O3

measurements in urban areas/cities, using the lidar

technique.

In the first example, we present and discuss O3

measurements taken in the city of Seville, Spain, by

Frejafon et al. (1998). The lidar system used in this

study was a high-energy dual-wavelength flash lamp

pumped Ti:sapphire laser (E-Light Laser System),

frequency doubled or tripled. Specific molecular

and system properties for the Seville measure-

ments are collected in Tablele 28.2. Note that the

parameter �K represents the differential absorption

coefficient, which is related to the absorption cross-

section by

�K ¼ ð�lon � �loffÞNSTP

NSTP is the atmospheric molecular number density at

standard temperature and pressure, i.e.

2:56� 1019 cm�3. This number allows one to express

the concentration of a pollutant in parts per billion or

parts permillion; this representation is often preferred

in atmospheric chemistry, instead of a notation of

molecules per cubic centimetre.

The measurements discussed here were per-

formed at three different sites around Seville. The

first set of data was recorded in the town centre of

Seville. Vertical concentration profiles were mea-

sured alongside amajor urban clear routewith heavy

traffic, its flow interrupted by a series of traffic

lights. The results depicted in Figure 28.19a show

an average concentration of about 50 ppb, with

peaks at the beginning of the afternoon, when

solar radiation is at its maximum, with values as

high as 80 ppb. During the night, the concentration

stabilizes around 35 ppb, but remains as a very

important atmospheric constituent at altitudes

around 200 m. In the absence of the solar photodis-

sociation of NO2, oxidation of NO (by O3) takes

place, thus lowering the O3 concentration. At

ground level, the depletion of O3 is enhanced by

NO emitted by traffic and by deposition.

The second series of measurements were per-

formed in a more rural area, upwind from Seville

(La Riconada); the results are shown in Figure

28.19b. The concentration levels range from 35 ppb

during the night to 50 ppb during daytime, close to the

O3 background level. This finding is not too surprising

because the plume of smog from the city of Seville is

propagating in the opposite direction, and thus almost

no nitrogen oxides (as well as O3) are imported to this

site. The population ofLaRiconada, therefore, is only

weakly affected by O3, unlike the population in the

centre of Seville.

Box 28.1

Photostationary state between NO, NO2

and O3

The sole known anthropogenic source of tropo-

spheric O3 is NO2 photolysis

NO2þh�ðl < 420 nmÞ ! NOþ Oð3PÞ ð1Þ
Oð3PÞ þ O2 þM! O3 þM ð2Þ

NOþ O3 ! NO2 þ O2 ð3Þ

No net conversion takes place in this reaction

sequence. With j1 denoting the NO2 photolysis

rate and k3 the rate constant for step 3, one can

write the photostationary state as

d½NO2�
dt

¼ �j1½NO2� þ k3½NO�½O3�

from which one obtains under steady-state con-

ditions, i.e. d½NO2�=dt ffi 0, that

½O3�ss ¼
j1½NO2�
k3½NO�

The ratio j1=k3 is controlled by the light intensity
and temperature (values at noon):

k3¼2:2�10�12expð�1430=TÞ
cm3molecule�1 s�1

j1ffi10�2 s�1

Thus, in the lower atmosphere, the photostation-

ary state is reached on the time-scale of minutes.
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The third location selected for measurements was

SanLucar laMayor, a rural zone 22 km to the south of

the city of Seville, which during the lidar measure-

ments was downwind from Seville. The San Lucar

region is known for its agricultural production. The

nitrogen oxides produced in Seville, and transported

over a long distance, encounter the local biogenic

production of VOCs like isoprene, terpene and other

hydrocarbons, producing a VOC/NOx ratio favour-

able for the production of O3 (see the subsequent

subsection for examples on this dependence). In addi-

tion, part of the O3 from Seville is also transported to

San Lucar. The results depicted in Figure 28.19c are

interesting, since quite high O3 concentrations were

observed that were relatively homogeneous in space

and time: 50 ppb on average, with peaks as high as

70 ppb. These concentrations remain high even

during the night because the local traffic (and thus

the NO concentration) is low.

The examples discussed for Seville illustrate the

significant influence of, and links between, both

meteorological and transport processes in the forma-

tion of O3 and urban pollution.

Ozone–ethylene correlation in the presence
of urban NOx

In this subsection we shall comment on the corre-

lation between O3 and ethylene in urban areas in

the presence of NOx. In the discussion, data that

were recorded with the CO2 laser–DIAL system,

sited in Madrid at the Institute Pluridisciplinar of

the Universidad Complutense (IPUC-LIDAR), will

be utilized.

The great majority of volatile hydrocarbon species

emitted into the atmosphere are reactive with the

radical OH (e.g. Cox, 1987). The reactionmechanism

can be summarized as

RHþ OH! Rþ H2O

Rþ O2 ! RO2

RO2 þ NO! NO2 þ RO

ROþ O2 ! HO2 þ R0CO

HO2 þ NO! OHþ NO2

The net reaction is RHþ 2O2 þ 2NO! 2NO2 þ
R0COþ H2O. In other words, the sequence produces

the oxidation of twoNO toNO2,which in turn leads to

the production of two molecules of O3 (also see

Box 28.1). Therefore, the rate of RO2 production is

directly dependent on the rate of OH attack on the

hydrocarbon. Thewhole discussion is exemplified for

the hydrocarbon ethylene.

Ethylene is an important urban pollutant that is

emitted from motor vehicle exhausts. It is a particu-

larly interesting air pollutant insofar as it is a plant

hormone. Plants exhibit symptoms of ethylene toxi-

city at concentrations as low as 10 ppb.Typical effects

include reductions in growth, flowering and

fruit production and premature ageing. Moreover,

ethylene contributes to the generation of urban atmo-

spheric O3.

The CO2 laser–DIAL system is well known to be

extremely useful for remote sensing and quantitative

measurement of gaseous trace constituents in the

lower atmosphere. This is because the CO2 laser

lines lie in the middle of the 8–12 mm atmospheric

window. DIAL systems operating in the IR have

Table 28.2 Typical specification/operation parameters of the lidar system utilized in the Seville measurements (from
Frejafon et al. (1998))

�K Energy Sensitivity Range

Pollutant lon (nm) loff (nm) (cm�1atm�1) (mJ) (ppb) (km)

SO2 286.55 285.70 10.2 5 8 3

O3 283.00 287.00 27.4 5 4 3

NO 226.80 226.83 105 1 2 1

NO2 398.29 397.50 4.5 25 15 4

Toluene 266.90 266.10 29.5 7 7 3

Benzene 258.90 257.90 38.5 7 5 3
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been used for monitoring the presence of important

atmospheric constituents, such as CO, NO, SO2, O3

and others. As mentioned earlier, knowledge of

the absorption coefficient along the propagation

path permits an inversion of the power ratio

data toobtain theconcentrationof anygivenpollutant.

The schematic layout of IPUC-LIDAR, a transver-

sely excited atmospheric (TEA) CO2 laser–DIAL

system, is shown in Figure 28.20, and its operating

parameters are summarized in Tablele 28.3.

The DIAL system telescope was pointed towards

a building situated at about 1 km to the west of the

Instituto Pluridisciplinar of the Universidad Com-

plutense de Madrid. The topographic target, con-

sisting primarily of a concrete wall, scattered

radiation that was collected by the 40 cm New-

tonian telescope. In the measurements presented

here, the P(14) and P(28) lines of the vibrational

transition (0001–020) of CO2 were used, because

they coincide with transitions in the 10 mm band of

ethylene; they also avoid interference with other

gases such as NH3 and H2O, and minimize the

effect of atmospheric CO2. Note that for the two

aforementioned laser lines, the differential-absorp-

tion coefficient of CO2, for average atmospheric

concentration levels of 360–380 ppm, at standard

temperature and pressure, is only 0.011 km�1 (e.g.

see Finlayson-Pitts and Pitts (1997)).

Sample signals of the averaged lidar data for ethy-

lene, representing the topographically scattered

returns for the P(14) and P(28) laser lines, are shown

in Figure 28.21.

The region monitored by the lidar is a residential

area located northwest of the location of the IPUC-

LIDAR site (40	270N, 3	440W, 680 m above sea

level). The main source of pollution can only be

attributed to vehicle exhaust, and to a much lesser

extent to wind transport of ethylene from the

industrial region south of Madrid. The point-

monitored O3 data, used for comparison, were

obtained from the Department of the Environment

of the City of Madrid.

The lon P(14) line is more strongly attenuated

than the P(28) line by ambient ethylene because its

absorption coefficient is larger. Measurement data

were recorded on several days between approxi-

mately 10:00 and 19:30; here, the measurements car-

ried out on the 12May2003 are shown (Figure 28.22).

Figure 28.19 Typical lidar O3 measurements in Seville,
Spain: (a) in city centre; (b) upwind from the city;
(c) 22 km downwind from the city. Adapted from Frejafon
et al, Eur. Phys. J. D, 1998, 4: 231, with permission of
Springer Science and Business Media
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In the morning, the concentration of C2H4 starts at

the usual background level of 15–20 ppb and then

keeps increasing, reaching a first peak of �80 ppb at
13:30.ThepeakofC2H4concentration corresponds to

the usual values monitored in the City of Madrid

during early summer midday rush hours. After

13:30 the concentration of C2H4 remains relatively

steady until about 17:00, when it starts to decrease

towards its usual background level of 15–20 ppb.

Note that the slight dip of C2H4 concentrations

between 14:00 and 16:00 coincides with the reduced

traffic during the normal lunchtime period inMadrid.

Theozone concentration, point-monitored, during the

same day, showed the same behaviour, i.e. a slow

increase of the concentration with a maximum at

Figure 28.20 Schematic diagram of the CO2 lidar at the Instituto Pluridisciplinar, Universidad Complutense de Madrid
(IPUC-LIDAR). BS: beam splitter; D1, D2: LN2-cooled IR detectors. A topographical target (high-rise building) is indicated
on the right

Table 28.3 Characteristicsandperformanceof theMadrid
IPUC-LIDAR, a CO2-TEADIAL system

Parameters Specifications

Transmitter

Laser Tuneable, pulsedCO2-TEA

Lumonics 370XTupgraded to 10 Hz

Pulsewidth Unclipped pulse: 3.5 ms
Clippedwith plasma shutter:

<70 ns
Energy 1.2 J (gain-switched spike at P20)

Repetition rate 2–10 Hz

Wavelength 9.2–10.8 mm
Tuning Computer-controlled scanner

Receivermodule

Telescope Newtonian: ; ¼ 40 cm; f ¼ 183 cm;

f#/4.5

Field of view 5mrad

Detector EGPC200 MHz, 32 MbRAM

Data acquisition

Software language Cþþ

Digitization TektronixTDS540- 200 MHz, 8 bits

Interfaces IEEE-488

Figure 28.21 Typical IPUC-LIDAR signal for ethylene,
representing the topographically scattered signals for two
CO2 laser lines. Data fromGonzalezAlonso,PhD thesis (2006)
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around 15:00 and subsequently a smooth decrease

towards a level 80 ppb. The time lag between the

two gas concentration peaks is basically due to the

O3 build-up time. It should be noted that the O3 con-

centration remained at above-average concentration,

whereas ethylene returned to its lowbackground level

of 15–20 ppb.

The complexity of the chemistry, andmeteorologi-

cal factors, make it difficult to study the relationship

between VOC, represented by C2H4 in the example

above, and NOx emission (where NOx represents NO

or NO2) to the concentration of O3. Nevertheless,

some general trends will be outlined below.

The ratio of ethylene/NOx and the concentration of

O3 is depicted in Figure 28.23. The data for ethylene

are theLIDARdata shownabove for the12May2003;

the Department of the Environment of the City of

Madrid provided the same-day NOx data. Clearly,

the O3 concentration manifests a positive correlation

with the C2H4/NOx ratio. Any change in O3 concen-

tration is accompanied by an equivalent change of the

C2H4/NOx ratio, and the O3 concentration maxima

coincide closely with those of C2H4/NOx ratio, with

only a minor time lag.

The chemistry of tropospheric O3 is dominated by

the competition between the OHþ NO2 and OH þ
VOC reactions. Let � be the branching ratio for these

two reactions, i.e.

in which a ¼ k1=k2 and b ¼ ½VOC�=½NO2�. The aver-
age value for a has been estimated to be a ffi 5:5
(see Seinfeld and Pandis (1998)). Thus, for a VOC/

NO2 ratio b
 5.5, the reactionOHþ NO2 dominates

anddivertsOH from theoxidation ofVOCby forming

HNO3. Therefore, according to the scheme for hydro-

carbonoxidation shownabove, theproductionofO3 is

reduced. Increasing the VOC/NOx ratio will increase

O3 formation.

For b > 5:5 the chemistry becomes more compli-

cated and the production of O3 is not so straightfor-

ward. At high VOC/NO2 one should expect an

increase in the concentration ofO3, in principle.How-

ever, beyond a certain VOC/NO2 ratio a further

increase of VOC or decrease in NO2 will favour

peroxyl–peroxyl reactions, which remove free radi-

cals from the system and retard O3 formation. Exam-

ples of termination reactions that reduce theO3 cyclic

formation are

RO2 þ HO2 ! ROOHþ O2

RO2 þ NO þM! RONO2 þM

RO2 þ R2O2 ! ROOR2 þ O2

Therefore, we can summarize that

� at low b-values, b
 5.5, an increase of the VOC/

NOx ratio means an increase of O3 formation;

Figure 28.22 Lidar measurements for ethylene (C2H4),
recorded on 12 May 2003, displayed together with point-
monitored O3 concentration. The dashed lines are pro-
vided for guiding the eye. Data adapted from Gonzalez
Alonso, PhD thesis (2006)

Figure 28.23 Ethylene/NOx and O3 concentrations,
monitored during 12 May 2003. Note the temporal corre-
lation between the two data sets. The dashed lines are
provided for guiding the eye. Data adapted from Gonzalez
Alonso, PhD thesis (2006)

� ¼ �NO2

�VOC
¼ k1½OH�½NO2�

k2½OH�½VOC�
¼ a

b
ð28:4Þ
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� at high b-values, b > 5:5, an increase of VOC/NOx

ratio may lead to an increase or decrease of the O3

formation, depending on the prevailing VOC/NOx

ratio.

Clearly, the example discussed in this section, and

represented by the data shown in Figure 28.23,

belongs to the first limit of low b ratio.

28.6 Lidar in the study of
atmospheric chemistry:
stratospheric measurements

O3 is also present in the stratosphere, exhibiting its

maximum concentration at about 25 km, with a

value of [O3�max ffi 5� 1012 molecules/cm3. In

the stratosphere the net production of O atoms

results mostly from O2 photodissociation by

UV-B radiation:

O2 þ h�ðl < 243 nmÞ ! Oþ O

The oxygen atom reacts with O3 in the presence of a

third molecule, represented by M, to form O3:

Oð3PÞ þ O2 þM! O3 þM

In addition, O3 itself is photodissociated by both UV

and visible light, according to the process

O3 þ h� ! O2 þ O

O3 can also be lost in reactionswith atomic oxygen, to

generate two oxygen molecules, O2:

O3 þ O! 2O2

Chapman proposed this mechanism for the produc-

tion of O3 in the stratosphere in 1930.

High-altitude ozone LIDAR measurements

In 1985, a research group led by British scientist

J. Farman reported massive annual decreases of

stratospheric O3 over Antarctica in the polar spring

(Farman et al., 1985). In the popular press this

phenomenon is addressed as the ‘ozone hole’. It is

now well known that stratospheric O3 is predomi-

nantly removed by catalytic cycles involving gas-

phase reactions with species such as HOx;NOx;
ClOx, and others, following the steps

Xþ O3 ! XOþ O2

XOþ O! Xþ O2

net Oþ O3 ! 2O2

(X¼H, OH, NO, Br, Cl). These species actually

control the presence and distribution of O3 in the

stratosphere. A detailed description of both chemi-

cal and photochemical processes occurring in the

troposphere and stratosphere can be found, for

example, in the books by Wayne (1985) and Sein-

feld and Pandis (1998). At the present time, there

are about a dozen stratospheric O3 lidar systems

(SOLS) in operation, which mainly use the DIAL

technique to monitor the O3 concentration in the

stratosphere.

All lidar techniques use laser wavelengths in the

UV region of the spectrum because O3 absorption is

more efficient in this spectral region. However, the

wavelengthselectedmaynotbe thesameas thoseused

in the troposphere, since in the troposphere the O3

number density is generally small and the molecular

transitions must show strong absorption to the

selected UV laser wavelength.

In contrast, for stratospheric measurements the

goal is to reach the stratosphere and detect its high

concentration. Consequently, consideration must

be given to both the simultaneous decrease of the

O3 number density and the atmospheric number

density, which gives rise to the back-scatter radia-

tion. These constraints demand powerful laser

sources (in order to reach the high altitudes) and

wavelengths that are only weakly absorbed in the

lower parts of the atmosphere. Most SOLS use

XeCl excimer laser sources, emitting in the UV

at 308 nm for the lon. For the non-absorbed wave-

length, different laser sources are employed, such

as (i) the third harmonic of an Nd:YAG laser (355

nm); (ii) an XeF laser (351 nm); or (iii) stimulated

Raman photons from 308 nm radiation passing
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through a hydrogen cell (first-Stokes transition,

353 nm).

Figure 28.24 shows a schematic diagram of the O3

lidar (constructed in 1988) operated by the Centre for

Global Environment Research at Tsukuba, Japan, for

measuring vertical profiles of stratospheric O3.

Some typical examples of vertical concentration

profiles for O3 are shown in Figure 28.25; the data

shown were measured after the volcanic eruption

of Mount Pinatubo in June 1991. For comparison,

aerosol back-scatter data are included as well. A

link between the amount of aerosol particles and

the concentration of O3 in the lower stratosphere

seems to be evident, when comparing the concentra-

tionvalues at heights below20km:with fewer aerosol

particles in the atmosphere the concentration of O3 is

lower once more (for details of a long-term study of

this link over the period 1988 to 2002, see Park et al.

(2006)).

Besides thefixed-location lidar systems, suchas the

Tsukuba lidar, a number of mobile lidar instruments

are operated worldwide, such as the Norwegian

ALOMAR system or NASA’s STROZ-LITE instru-

ment, also used in O3 measurements. An example

of measurements taken with the ALOMAR instru-

ment is shown in Figure 28.26, providing altitude

profiles for the concentration of O3.

High-altitude temperature lidar
measurements

In addition to species data, one can also extract

temperature information from the lidar return at the

loff ; see the example shown in Figure 28.26 for

loff ¼ 351 nm. At this wavelength there is practically

no absorption due to O3; therefore, the signal can be

directly related to the density of the atmosphere. In

practice one uses the ideal gas law to relate density to

temperature. However, the method requires the

assumption of a reference pressure or temperature at

a high altitude. Nevertheless, the temperature deter-

mination based on the elastically returned signal is

rather reliable, provided there are no aerosols in the

region of interest. Obviously, in the presence of aero-

sols the elastic return signal is no longer proportional

to the atmospheric density.

Molecular Raman lidar in the presence
of aerosols

The standard lidar technique to measure O3 in the

stratosphere fails in the presence of heavy concentra-

tions of aerosols, e.g. after a volcanic eruption. Under

Figure 28.24 Schematic diagram of the O3 lidar at the Center for Global Environmental Research (CGER) at Tsukuba,
Japan. Courtesy of H. Nakane, NIES (2006)
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Figure 28.25 Typical O3 ozone number density profile versus altitude, measured on different dates after the Mount
Pinatubo eruption, using the lidar system shown in Figure 28.24. For comparison, aerosol backscatter data are also shown.
Data provided courtesy of H. Nakane, NIES (2006)

Figure 28.26 O3 concentration and atmospheric temperature, as a function of altitude. Data recorded on 20 February
2006, at the Arctic LIDAR Observatory for Middle-Atmosphere Research (ALOMAR). Data provided courtesy of M. Gaussa,
ALOMAR observatory (2006)
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such a heavy atmospheric aerosol load, a technique

known as Raman DIAL is used to measure O3 in the

presence of aerosols.

In this type of lidar implementation the two laser

beams are scattered inelastically by atmospheric nitro-

gen, which constitutes a purely molecular scattering

process. However, the Raman back-scattered wave-

length from the 308 nm laser wavelength stil retains

the O3 absorption signature and, therefore, the Raman

light back-scattered from 351 nm irradiation is essen-

tially a purely molecular (N2) signal. Thus, the O3

extracted from these signals is reliable even in the

presence of significant aerosols concentrations.

High-altitude aerosol lidar measurements

In the Raman lidar technique, both the elastically

and inelastically scattered radiation contents are

recorded. Elastically scattered radiation depends on

both molecular and particulate species; in contrast,

inelastic scattering depends only on molecular scat-

tering. The ratio of the two signals yields a parameter

called the aerosol scattering ratio (ASR), which

constitutes a rough measure of the concentration of

aerosols. An example for an ASR measurement is

shown in Figure 28.27. From the available data one

can extract both the extinction and back-scattering

coefficients.

A further example of aerosol lidarmeasurements is

presented in Figure 28.28. The strong eruption of

Mount Pinatubo (15.1	N, 120.3	E) on the island of

Luzon, Philippines, on the 15 June 1991, gave rise to

what is believed the largest stratospheric particle

loading in the 20th century (e.g. McCormick et al.,

1995). Of the order (12–20)�1012 g of gaseous SO2

were injected directly into the stratosphere and con-

verted to (12–30)�1012 g of H2SO4/H2O aerosol

within a few weeks.

The data shown in Figure 28.28 correspond to the

spring of 1992,when the perturbation from thePinatubo

eruption was largest (see Ansmann et al. (1997)). It can

be noticed that the extinction coefficients reached thin-

cirrus values and the surface area and mass concentra-

tions were a factor of 30–100 above the stratospheric

background values (e.g. Hofmann et al., 1997). The

lidar experiments agree well with in situmeasurements

fromhigh-altitude aircraft, conducted at higher northern

latitudes and mainly between 50 and 150	W. In the

winter of 1991–1992 surface-area concentrations were

in the range 10–25 nm2m�3 at latitudes between 50 and

55	N, in the atmospheric layer of 17–21 km height.

28.7 Laser desorption and
ionization: laser-induced
breakdown spectroscopy,
matrix-assisted laser
desorption and ionization,
and aerosol time-of-flight
mass spectrometry

Some of the very earliest experiments using lasers

were directed towards the study of laser ablation,

and this work developed quite rapidly into engineer-

ing and medical applications that can be broadly

described as the ‘cutting and welding’ of metals,

Figure 28.27 Aerosol scattering ratio, as a function of
altitude, estimated from lidar measurements; data re-
corded on 22 October 1991. Note: highest scale value in
scattering ratio is 3.8. Data provided courtesy of T.
McGee, Goddard Space Flight Centre (2006)
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plastics and tissues. These applications exploit the

high powers achievable with a focused laser beam;

however, it was also realized that, with lower laser

powers, analytical information relating to the chemi-

cal composition ofmaterials could be obtained. Thus,

for example, by observing optical emission, or the

ejection of ions from a sample, its elemental composi-

tion could be determined; these approaches form the

basis of the now well-established techniques of LIBS

(which is described below), laser microprobe mass

spectrometry (LAMMS/LIMA), surface analysis by

laser ionization (SALI), and several other techniques

(e.g. see Andrews and Demidov (1995) and Miziolek

et al. (2006) for further details).

At high laser powers only atomic (elemental) infor-

mation is obtained, however, at lower power densities,

close to threshold, molecular information can be

obtained, although extensive fragmentation is fre-

quently observed. By careful control of the initial

conditions and laser energy this approach has been

refined to allow even delicate biological molecules,

such as proteins, to be ejected from a solid or liquid

into thegas phase and ionized,without fragmentation.

Indeed, this is the basis of the now well-established

technique MALDI, which is described in further

detail below.

A similar development employing laser desorption

ionization has enabled the analysis of atmospheric

aerosols in real time (ATOFMS), and attempts have

even been made to analyse airborne bacteria, viruses

and species that could be used in biological or chemi-

cal warfare.

Here,wegiveabrief overviewof theLIBS,MALDI

and ATOFMS techniques, in order to illustrate the

general area of laser desorption and ionization.

Laser-induced breakdown spectroscopy

The LIBS technique is essentially aimed at the ele-

mental analysis of solid and liquidmaterials.Apulsed

laser beam is focused onto the surface of the material

to be analysed and the emission from the resulting

micro-plasma is collected and focused on to the slit of

a monochromator equipped with an array detector

capable of recording the entire spectrum froma single

laser shot. The emission is initially dominated by

Bremsstrahlung (white light), but this is short lived

and essentially follows the laser intensity profile. This

is followed by emission from atomic ions (typically

�1 ms in duration) and finally by emission from

neutral atomic species (very weak emission from

metastable species, which decay more slowly, may

Figure 28.28 Correlation of (a) the particle extinction
coefficient at 308 nm, (b) the back-scatter coefficient at
308 nm, (c) the extinction-to-back-scatter DIAL ratio, (d)
the effective radius of the particle size distribution, (e)
the particle surface-area and (f) the mass concentrations;
the data were recorded on 4 April 1992. The lidar signal
profiles are smoothed with a height window of 600 m for
the back-scatter coefficient and 2500 m in all other cases;
the error bars indicate the overall retrieval error. The
optical depth of the stratospheric aerosol layer was
0.25. The dashed line indicates the tropopause. Adapted
from Ansmann et al, J. Atmos. Sci., 1997, 54: 2630, with
permission ofthe American Meteorological Society
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also be observed in some cases). The intensity of the

atomic emission can be used to yield a semi-quantita-

tive analysis of the material under study. The experi-

mental arrangement forLIBS is shown inFigure 28.29.

The analytical sensitivity of the LIBS technique is

not as high as methods that employ mass spectrometry

for detection (see below); however, it is a robust tech-

nique, and with the use of optical fibres it can be

employed for the analysis of materials in remote and

even hazardous locations (e.g. the core of a nuclear

reactor). The sensitivity of the technique can be

enhanced by utilizing a second laser pulse, which

follows the first pulse after �5 ms (Scaffidi et al.,

2006), or by using resonant excitation of the ground-

state atoms formed in the ablation process (their con-

centration is generally much higher than that of the

excited states); however, this clearly requires a more

sophisticated experimental arrangement and, therefore,

some of the simplicity of the standard system is lost.

It should be emphasized that LIBS is equally

suitable for the elemental analysis of liquid samples

(both surface and in-bulk analysis is feasible

(e.g. Samek et al., 2000)) and dilute gaseous

samples, including aerosol particles dispensed in air

(e.g. Buckley et al., 2000).

Typical LIBS spectra from different sample mate-

rials (solid, liquid and airborne) are shown in

Figure 28.30; these examples also demonstrate the

different ways in which LIBS can be deployed.

Matrix-assisted laser desorption
and ionization

MALDI is a powerful analytical method that

allows large and non-volatile biopolymers (e.g.

nucleic acids, peptides, proteins, glycoproteins, oli-

gosaccharides and oligonucleotides) and synthetic

polymers (e.g. polystyrene, polybutadiene and den-

drimers), which normally exist in the condensed

phase, to be converted into intact ions in the gas

phase and then analysed using mass spectrometry.

Pioneering work on MALDI, carried out by Koichi

Tanaka, was recognized in the award (partial) of the

2002 Noble Prize for Chemistry (Tanaka, 2003).

Hillencamp and Karas, working independently, also

made major pioneering contributions. Further exten-

sive developmental work, by Hillencamp, Karas and

others, rapidly established MALDI as a highly sen-

sitive technique (often, only �1 pmol of sample is

needed) for the analysis of biopolymers and syn-

thetic polymers. The key principles involved are

the provision of a suitable matrix, capable of absorb-

ing the laser energy and protecting the polymer from

fragmentation in the desorption process, and the

provision of species that donate protons or other

ions to the desorbed polymer (e.g. Hillenkamp et

al., 1991; Muddiman et al., 1997).

Sample preparation and the choice of matrix are

extremely important for the production of good

Figure 28.29 Typical experimental arrangement for LIBS. Reprinted with permission from Scaffidi et al, Anal. Chem. 78:
24. Copyright 2006 American Chemical Society
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MALDI mass spectra. Numerous matrices have been

tried, but commonly used matrices are nicotinic acid,

sinapinic acid and glycerol. The matrix serves three

functions:

1. absorption of the laser light/energy, which leads to

the ejection of bothmatrix and polymermolecules

into the gas phase (i.e. a change of phase);

2. the isolation of the polymer molecules, which

otherwise can cluster together;

3. ionization of the polymer molecules (protonated,

M��Hþ, or cationated, e.g. M��Naþ, species are
formed).

Sample preparation involves mixing a solution of

thematrixwith adilute solution of the polymer (molar

ratios of matrix to analyte, ranging from 100:1 to

50000:1, are typically used). A small aliquot (�1 ml)
of the mixed solution is then placed on a metal disc,

followed by drying. The disc is next introduced into

the source chamber of themass spectrometer where it

is attached to a device for rotating or translating the

sample (a fresh part of the sample on the disk is thus

exposed to each laser pulse). A pulsed UV laser is

generally used to desorb and ionize the sample,

although pulsed IR lasers have also been used. The

important points are that the matrix should absorb

strongly at the laser wavelength and that the pulse is

short enough (�10 ns) to prevent thermal heating and

decomposition. Ions are then drawn out into a mass

spectrometer, typically a TOF mass spectrometer,

where they are mass analysed. A simplified and dia-

grammatic representation of a MALDI TOF mass

spectrometer system is shown in Figure 28.31.

Under optimized conditions the MALDI mass

spectrum of a sample containing, say, a single

peptide(M), will have only a single peak, typically

at the m/z for MHþ (i.e. the protonated parent

peptide), apart from low-mass ions that are pro-

duced from the matrix. Clearly, this is very con-

venient if the molecular weight of the peptide

needs to be determined or if the sample contains

a mixture of peptides. Furthermore, fragment ions

are produced if the laser energy is increased, and

this can yield information on structure. Enzyme

digestion of proteins and other biomolecules also

Figure 28.30 Examples of LIBS spectra; spectra are
normalized to the strongest line in the traces. Promi-
nent elemental lines are indicated. (a) Brick sample,
submerged under water. Experimental parameters: opti-
cal fibre remote set-up (�10 m distance); laser pulse
energy 10 mJ; observation delay time 3 ms. Adapted
from Beddows et al, Spectrochim. Acta B, 2002, 57, with
permission of Elsevier. (b) Aqueous solution of 1000
ppm technetium (Tc) in water. Experimental parameters:
telescopic remote set-up (�5 m distance); laser pulse
energy 30 mJ; observation delay time 5 ms. Reproduced
from Samek et al, Opt. Eng., 2000, 39: 2248, with
permission of the International Society for Optical
Engineering. (c) Stack emission at RKIS incinerator
facility; Cd hits (n ¼ 24) and corresponding ensemble-
averaged spectrum (n ¼ 600); the two traces are shifted
for clarity. Adapted from Buckley et al, Waste Manage.,
2000, 20: 455, with permission of Elsevier
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yields fragments, which can then be analysed by

MALDI to obtain structural information.

The picture is rather different with synthetic poly-

mers, as samples generally contain molecules with a

wide range of molecular weights. Here, metal ion

attachment, rather than protonation, is common and

the matrix is thus prepared by addition of a suitable

metal salt. Figure 28.32 shows aMALDI spectrum of

polystyrene, with repeat units of 104Da, produced by

attachmentofAgþ ions.Clearly, themolecularweight

distribution of the polymer can be readily determined

from the MALDI mass spectrum.

Aerosol time-of-flight mass spectrometry

Aerosols are of considerable commercial and envir-

onmental importance. Atmospheric aerosols have a

negative impactonhumanhealth, onair qualityandon

regional climates. They are also known to influence the

global climate, but there is considerable uncertainty

with regard to their quantitative effect on radiative

forcing (i.e. the greenhouse effect), although it is

generally agreed that they reduce global warming,

particularly at high altitudes.

Inhalation aerosols are known to be very effective

for drug delivery through the lungs, notably asthma

inhalers, and there is now strong commercial interest

in the analysis of inhalable particles.

Several techniques are available that allow the size

distribution of an aerosol to be determined in real time,

but the determination of chemical composition, which

has traditionally been done by impaction methods, is

slow and yields only an average composition of the

ensemble of particles in a given size range. It is essen-

tial, therefore, that new techniques be developed to

allow the characterization of both the physical proper-

ties and chemical composition of aerosols, and that

these operate on a time-scale that allows changes in the

aerosol composition to be determined in real time.

Figure 28.31 Simple schematic arrangement for MALDI,
using a linear TOF mass spectrometer.

Figure 28.32 A MALDI mass spectrum of polystyrene (molecular weight distribution about 800–2400 Da). Note that each
of the polymer (M) peaks is formed by attachment of Agþ to yield M�Agþ, and that the ions below m=z ¼ 600 are produced
from the matrix
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In response to this need, aerosol mass spectro-

metry has developed rapidly and it is now possible

to determine both the size (over a limited size

range) and qualitative chemical composition of

most gas-phase aerosols, with a response time of

less than 1 s (see Suess and Prather (1999)). Most of

the instruments described in the literature use laser

ablation and ionization of the aerosol particles to

characterize their chemical composition, but other

methods, including thermal vaporization with elec-

tron impact ionization, are also used. Here, we first

briefly sketch the development of instruments

based on laser ablation/ ionization techniques and

then describe some of the work that has been done

using an aerosol TOF mass spectrometer.

The first instrument for laser ablation/ionization

was described by Sinha et al. (1984). This had most

of the features of the present-day instruments; unfor-

tunately, the technologyavailable at that time severely

limited its development and utility. A major advance

was made by McKeown et al. (1991) with the use of

TOFMS, which enabled the recording of a complete

mass spectrum for each particle. Further develop-

ments, notably by Prather’s group, have culminated

in the first commercially available ATOFMS instru-

ment. A schematic diagram of an ATOFMS system is

shown in Figure 28.33.

The instrument can be divided into four main sec-

tions. First an aerodynamic nozzle concentrates the

aerosol into a collimated beam and reduces the back-

ground pressure from1 atmdown to about 10�5mbar,

by means of differential pumping.

In the second section, two laser beams (two CW

frequency-doubled Nd:YAG laser beams, at 532 nm),

spaced a few centimetres apart, are used to measure

the velocity of individual particles. This is done

by detecting the light scattered by the particles as

they pass through the two laser beams, and thus

measuring the transit time between them (see

Figure 28.34).

Figure 28.33 Schematic of the basic units that make up
a typical aerosol TOF mass spectrometer

Figure 28.34 Schematic of a typical twin-laser system used for measuring particle size by light scattering. The time for
particles to travel between the beams from laser 1 and laser 2, which are separated by a known distance d, is measured (t2 � t1)
to obtain the particle velocity, and hence size (for details see text). Calibration is achieved with particles of known size
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The transit time (of the order of 0.5 ms) yields the

aerodynamic diameter of each particle, as the aero-

dynamic diameter is directly proportional to the velo-

city under the conditions used for the aerodynamic

nozzle. The transit time is also used to calculate the

arrival time of a particle in the subsequent laser des-

orption ionization region, and thus the appropriate

time to trigger the ablation laser.

The third section is the chamber in which a high

power laser ablates the particles and ionizes the atoms

andmolecules that are produced. Finally, in the fourth

section, which is maintained at high vacuum, the

positive and negative ions formed in the ablation/

ionization process are analysed using dual TOF

mass spectrometers.

The actual arrangement of these four sections in

the commercially available version of the aerosol

TOF mass spectrometer (TSI 3800) is illustrated

in Figure 28.35. The pulsed ablation laser

(frequency-quadrupled Nd:YAG laser, at 266 nm)

is seen at the bottom of the figure, together

with the dual TOF mass analysers that record the

positive- and negative-ion mass spectra simulta-

neously.

An example of a particle size distribution recorded

with this instrument is shown in Figure 28.36. Two

size modes in the range 0.2–4 mm are clearly

observed. Note, however, that the observed size

distribution (bar chart) has tobecorrected (continuous

line) for instrument sensitivity, which varies signifi-

cantly over this range.

The positive- and negative-ion mass spectra from

two individual particles, recorded with an aerosol

TOF mass spectrometer, are shown in Figures 28.37

and 28.38. The first of these (Figure 28.37) shows the

positive- and negative-ion mass spectra from a sea-

salt particle that has undergone significant change as a

result of heterogeneous reactions with gas-phase

atmospheric pollutants (i.e. some of the original

Cl� ions have been replaced by sulphate and nitrate/

nitrite ions).

In the second example (Figure 28.38), the positive-

and negative-ion mass spectra produced from a parti-

cle emitted by a diesel engine are shown. This particle

Figure 28.35 Cross-section through an aerosol TOF mass spectrometer (TSI Inc, model 3800). Region 1: particle
sampling (at �2.5 mbar); region 2: particle sizing (at � 10�5 mbar); region 3: mass spectrometry (at � 10�8 mbar).
Courtesy of TSI Inc (2004)
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is clearly more complex and contains a variety of

carbonaceous material. However the presence of

polyaromatic hydrocarbons (some of which are

known carcinogens) is clearly seen.

The instrument is capable of recoding three such

mass spectra per second, together with the particle

size. Thus, very large data sets are produced during a

typical experimental period. Data collected during a

field study, over a 4-day period, with an aerosol TOF

mass spectrometer are illustrated in Figure 28.39.

The level of detailed information produced is clearly

seen.

Quantitative elemental analysis is possible when

very high laser energies (1010 W cm�2) are employed

Figure 28.36 A typical size distribution measured using ATOFMS. The raw data are shown as a bar chart and the corrected
(scaled) data by the continuous line

Figure 28.37 Positive- and negative-ion mass spectra from a sea-salt particle recorded by ATOFMS. Reactions with air
pollutants during transport have modified the chemical composition, producing sulphate (positive ions) and nitrate
(negative ions) species
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and individual particles are totally ionized (see

below).

Several more variants of the ATOFMS instrument

have been described in the literature. The principle

of the most sophisticated instrument reported to date

is shown in Figure 28.40. This employs two laser

systems; first, a tuneable IR laser (OPO) is used to

desorbmaterial selectively from the particle, and then

a second (VUV) laser is used to ionize the molecules

that are produced.With this approach, greater control

over the particle ablation and ionization steps is pos-

sible, and by using low IR laser energy for the first

evaporation step it is possible to depth profile hetero-

geneously mixed aerosol particles. Molecular infor-

mation can be obtained by tuning the laser energy to

just above the threshold required for desorption.

Figure 28.38 Positive- and negative-ion mass spectra from a diesel particle recorded using ATOFMS. Positive ions from
polyaromatic hydrocarbons (PAHs) are indicated in the top panel

Figure 28.39 Data showing the change in chemical composition of aerosol particles obtained over a 4-day period, at a
remote rural location, using ATOFMS. A polluted air mass, containing organic carbon particles, is seen to pass through the
sampling site (i.e. the organic particles build up) on Tuesday and Wednesday and then depart swiftly. This is replaced by a
clean air mass containing mainly sea salt (labelled Na)
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Figure 28.40 Schematic of the two-laser system
(IRþ VUV) used to depth-profile aerosol particles. The
IR laser is used to desorb material from the particle and
the VUV laser then ionizes the molecules that are pro-
duced. The other features are similar to standard ATOFMS
described above except for the pick-up cell, which was
used to produce a coating around the particles. Adapted
with permission from Woods et al, Anal. Chem. 74: 1642.
Copyright 2002 American Chemical Society

Figure 28.41 TOF mass spectra obtained from a coated
particle using the two-laser system shown in Figure 28.40. At
low IR laser energies only the outer coating (oleic acid) is
desorbed, but the inner core (glycerol) is also desorbed as
the laser energy is increased. Adapted with permission from
Woods et al, Anal. Chem. 74: 1642. Copyright 2002 American
Chemical Society

Figure 28.42 Computer simulations of the laser ablation of aerosol particles of different sizes (here 50 and 110 nm
diameter). At high laser fluence (right panels) the smaller particle is seen to be completely dissociated by 400 ps. At lower
laser fluence, and for larger particles, only partial ablation is achieved. Adapted with permission from Schoolcraft et al,
Anal. Chem. 72: 5143. Copyright 2000 American Chemical Society

28.7 LASER DESORPTION AND IONIZATION 431



TOF mass spectra, obtained from coated particles,

using the two-laser system are shown in Figure 28.41.

At low IR-laser energies only the outer coating (oleic

acid) is desorbed, but the inner core (glycerol) is

accessed anddesorbedas the laser energy is increased.

Furthermore, this two-laser approach has allowed a

more detailed investigation of the laser ablation and

ionization mechanism. The IR-laser (OPO) can also

be tuned to a resonance frequency of one of the

materials to improve its selective desorption. Clearly,

the use of two lasers adds considerably to the cost and

complexity of the equipment, but the advantages to be

gained are very impressive.

Although some aspects of the laser desorption and

ionization processes are now quite well understood,

other areas remain to be clarified. Thus, for example,

whilst the desorption process has been success-

fully modelled by Schoolcraft et al. (2000), see

Figure 28.42, the ionization process is not well

understood. In particular, the mechanisms by which

negative ions are formed are poorly understood.

Another important question that remains to be

addressed is the relative sensitivity for the various

ionic species observed using the ATOFMS techni-

que. Until this point is successfully answered, the

data obtained with ATOFMS will remain qualita-

tive. Notwithstanding, it should be acknowledged

that quantitative elemental analysis is possible

when very high laser energies (1010 W cm�2) are

employed and individual particles are totally

ionized. Aerosol particles in the range 40–

2000 nm have been monitored by this method

with size determined from the total ion signal.

However, all molecular information is lost under

these conditions and, therefore, it is best suited for

monitoring particles of simple composition, such

as those encountered in semiconductor clean-room

processing (see Reents and Schabel (2001)).
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29
Industrial Monitoring

and Process Control

By their nature, chemical processes are at the very

heart of many of the workings of industry: numerous

processes in the chemical industry involve reaction

paths that need to be optimized to be viable and

efficient for mass production of a specific compound.

Therefore, it is not surprising that, in particular, ana-

lytical techniques that can assure the quality of mass-

produced products are in demand. Some of the laser-

analytical methods outlined in Part 2 have found their

way into routine monitoring and screening applica-

tions. To a lesser degree are the laser techniques

sufficiently scaled yet to be viable or competitive in

industrial process control, although some applica-

tionshavebegun toemerge in theoptimizationcontrol

of, for example, all kinds of large-scale burners.

Indeed, in the context of fundamental chemical pro-

cesses in dilute environments, which are at the heart of

this book (i.e. reaction processes in or supported by the

gas phase), are combustion processes. As was pointed

out in the introductory summary to these application

chapters, combustion is all-present in our lives, and is

encountered in internal combustion engines, in domes-

tic and large-scale power generation by boilers and

furnaces, in incineration of waste, in smelting and

glass production, and so on. Not surprisingly, the ana-

lysis, monitoring and control of these combustion pro-

cesseshave featuredprominently in the transferof laser

chemicalmethodsfromthe laboratoryto therealworld.

In the next two sections we will discuss examples of

applications to internal combustion engines (Section

29.1) and the use in larger scale combustors (Section

29.2).Then, inSection29.3, anemergingtechnologyin

the field of nano-patterning is discussed, a technique

involving laser-assisted reactions of adsorbates on sur-

faces.Although this is still verymuch in its infancy, the

potential in our miniaturized world is enormous.

29.1 Laser-spectroscopic analysis
of internal combustion
engines

Combustion processes are complex due to the very

large diversity of chemical intermediates involved.

Thus, a number of laser techniques, including LIF,

Raman spectroscopy and Rayleigh scattering have

been used to study combustion processes. Combustion

in gasoline (petrol) and diesel engines has received

particular attention, and wewill focus on these studies

to illustrate the use of lasers for combustion research.

The main aim of these studies has been to improve

combustion efficiency and to reduce the emission of

pollutants. Specially modified engines have been

designed with windows that allow laser radiation to

enter and exit the combustion chamber, and to allow

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
# 2007 John Wiley & Sons, Ltd ISBN: 978-0-471-48570-4 (HB) ISBN: 978-0-471-48571-1 (PB)



the observation of fluorescence, Raman and Rayleigh

scattering. Themost flexible design,which has a large

glasswindowin thepistonhead, is sometimes referred

to as the ‘glass engine’. Optical access becomes most

difficult when high compression ratios are used, 10:1

being typical of diesel engines, asmore robust designs

are required and the window size has to be reduced.

Clearly, care must be taken to ensure that modifica-

tions to an enginedonot interferewith the combustion

dynamics orwith theflowof fuel and air into, or out of,

the combustion chamber. A typical engine design,

suitable for laser studies, is shown in Figure 29.1.

The main challenge in combustion research lies in

the need to make a large number of measurements

simultaneously. First, it is essential to know howwell

the fuel and air are mixed, together with their spatial

and temporal distributions in the combustion cham-

ber. Second, the spatial and temporal variations in

temperature must be measured. Third, the large num-

ber of chemical intermediates, whose concentration

changes rapidly with time, has to be determined.

In order to construct robust models of complex

combustion systems it is necessary to determine rate

constants for the key reactions, and this is done in

separate well-defined laboratory experiments, along

the lines of those described in the chapters of Part 5.

Laser-induced fluorescence

LIF is now well established as a diagnostic technique

for combustion studies (Knapp et al., 1996). It has

been used to study fuel injection, themixing of air and

fuel in thecombustionchamber, thepropagationof the

flame front, and the temporal evolution and decay of a

variety of transient species. The mixing process must

be well understood in order to optimize the injection

process, and wewill consider this first in some detail.

Excimer lasers, notably KrF (248 nm), are gener-

ally used to study the fuel–air mixing process. The

laser beam ismade to form aflat sheet that illuminates

a vertical or horizontal plane within the combustion

chamber. The position of the sheet can be changed in

order to buildup a complete 3D image of the combust-

ing mixture as it evolves with time. In order to achi-

eve optimum illumination and reduce attenuation,

two light beams are used, each entering the cylinder

from opposite sites. This ensures a uniform illumina-

tion and is particularly important for observations

in the region of the spark plug, where combustion is

initiated. These studies have shown that direct fuel

Figure 29.1 A section through the cylinder of a ‘glass
engine’ showing the windows for the input and outlet of a
laserbeam(sheet), at the topof thecylinder, and thewindow
forcollectionoffluorescence/scattered light, in the topofthe
piston. Reproduced from Knapp et al, Appl. Opt., 1996, 35:
4009, with permission of the Optical Society of America

Figure 29.2 LIF from a fuel spray in both the horizontal
and vertical planes during the intake stroke (�298� crank
angle; single laser shot). Courtesy of Fuchs andWinkelhofer,
in LambdaHighlights62, 2003
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injection into the combustion chamber can reduce

emissions of pollutants, improve the mixing process

andachievehigher combustionefficiency.Figure29.2

shows horizontal and vertical images of fuel injection

during the intake stroke.

Next, we turn to LIF spectroscopy as a method for

monitoring the formation of key reaction intermedi-

ates in the combustion process. The emission of NOx

(NO and NO2) from combustion engines is one of the

major problems in air pollution, particularly as NOx

also leads to the formation of secondary products,

such as O3 and HNO3 (O3 can go on to form photo-

chemical smog under certain atmospheric condi-

tions). Despite the use of catalytic converters, the

annual average NOx concentrations over many cities

and industrial regions remain high.

The detection of NO by LIF can be achieved at

several excimer laser wavelengths. Excitation with

an ArF laser (193 nm) gives rise to fluorescence

from the D2�þ, A2�þ and B2� states of NO. Thus,

tuneable, line-narrowed,ArFexcitationhas beenused

to detect NO in a spark ignition engine and in both

directly and indirectly injected diesel engines. How-

ever, strong light absorption in the presence of the

flame can restrict data acquisition to the late stages of

combustion and the exhaust stroke. These problems

can be overcome to a large extent by excitation

at 248 nm (KrF laser). At this wavelength the NO

(A2�þ) state is excited via the (0,2) hot band, which
is possible at the high temperatures encountered

during the combustion process. Indeed, there are

some advantages to using a hot band, as the main

fluorescence signal is shiftedaway from theexcitation

wavelength and signals are enhanced in the high-

temperature regions of combustion where NO is

mainly formed. In-cylinder measurement of NO dis-

tributions has led to a better understanding of NOx

formation mechanisms, and this will ultimately lead

to further improvements in the efficiency of the com-

bustion process and reductions inNOx emissions. The

change in NO concentration as a function of crank

angle is shown in Figure 29.3, for both rich (l ¼ 0:85)
and stoichiometric (l ¼ 1:00) fuel mixtures. How-

ever, it should be emphasized that the acquisition of

quantitativeLIFdata requires a detailed knowledgeof

several parameters, such as the flame temperature, the

electronic quenching cross-sections, vibrational and

rotational energy transfer cross-sections and the over-

lap integral of the absorption and laser line shapes.

Furthermore, trapping of the fluorescence must be

avoided. Despite these challenges, impressive pro-

gress has been made, and our knowledge of NOx

formation processes is now on a relatively firm base.

The imaging of OH radicals in the combustion

chamber, using LIF spectroscopy, has also been

achieved by several research groups and is now fairly

routine. The determination of relative concentrations

of OH in the combustion zone can yield an image of

the structureof theflamefront as it propagates through

the combustion chamber and provide a qualitative

measure of the combustion efficiency.

Raman scattering

The intensity of Raman scattering is generally very

much weaker than the intensity of signals obtained

via LIF spectroscopy; however, it is often simpler

to use Raman scattering, as a fixed-frequency laser

can be employed (note that resonance excitation is

not required, although near resonance can be used

to enhance signal levels; see Chapter 8). Recent

developments allow the Rayleigh scattered light

to be efficiently blocked with a dielectric filter,

and sensitive CCDs can be used to optimize collec-

tion of the Raman signal. Narrow line excitation is

essential for Raman work in order to resolve ro-

vibronic structure. In order to avoid problems due

to unwanted fluorescence, lasers operating in the

Figure 29.3 The change in LIF intensity (averaged) from
NO, as a function of crank angle, for both rich (l ¼ 0:85)
and stoichiometric (l ¼ 1:00) fuel mixtures. Reproduced
from Knapp et al, Appl. Opt., 1996, 35: 4009, with permis-
sion of The Optical Society of America
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red or near-IR are often used. However, as the inten-

sity of Raman scattering is proportional to the fourth

power of the light frequency, UV radiation has also

been used for engine studies to improve signal levels.

Unfortunately, this limits the type of fuel that can be

studied (e.g. pure iso-octane is often used), as real

fuels are a complexmixture of hydrocarbons, many of

which give strong fluorescence when excited in the

UV. Imaging spectrometers are generally employed,

together with a sensitive CCD detector in the focal

plane, to optimize signal collection. The other advan-

tage of usingRaman scattering is that each component

of the combustion mixture, including O2 and N2, will

give a characteristic spectrum and such spectra have

the simplicity of IR absorption spectra. Furthermore,

the intensity ofRaman scattering is proportional to the

concentration of a particular species.

It is not easy to match the repetition frequency of a

laser anddata collection systemwith that of the engine

cycleover thecomplete rangeofoperating conditions.

However, the most advanced instrumentation is cap-

able of taking an image at every fifth cycle of the

engine when running at 2000 rpm. Camera actions

are synchronized to the engine crankshaft to allow

measurement at defined crank angles. Figure 29.4

illustrates the quality of data that can be obtained

from a methane–oxygen calibration flame using

Raman scattering.When the fuel supply to the engine

is cut off, only the Raman lines of N2 and O2 are

observed; however, when fuel is injected, lines due

to the CH stretching modes of the fuel are observed.

Tuneable diode laser absorption
spectroscopy

Associated with combustion engines is the emission of

exhaust gases into the atmosphere. Car exhaust pollu-

tion is thought to be the single largest source of many

gaseous pollutants in the urban environment, and leg-

islation has been introduced designed to reduce these

emissions. To track the adherence to this legislation, the

monitoring of car exhausts is becoming increasingly

important (e.g. seeSection28.3on roadsidemonitoring

of exhaust gas emissions).

The different gases emitted in a car exhaust, and their

relative concentrations, are closely linked to the effi-

ciency of the combustion process and the health of the

engine.Forexample,wearand tear in theengine,orpoor

maintenance, may lead to greater emission of CO and

hydrocarbons. Another important factor is the air/fuel

ratiol of the combustionmixture,which also affects the

relative emission of gases (as shown in the LIF spectro-

scopy imaging of in-cylinder combustion gases):

� ifl < 1, the air/fuelmixture is said to be rich,which

is most commonly encountered at engine start-up;

then, the exhaust contains more unburned hydro-

carbons and CO;

� if l > 1, the air/fuel mixture is said to be lean; now

CO and hydrocarbon emissions are low;

� if l ¼ 1, the emission components are at their mini-

mum, and the mixture is nearly stoichiometric.

This air/fuelmixture ratio can be and is exploited in

the control of internal combustion engines. For exam-

ple, cars fitted with catalytic converters can operate

with adjustable air/fuel ratio l, which allows the air/

fuel mixture to be optimized during the running of the

engine, thus minimizing CO and hydrocarbon emis-

sions.On the other hand, one shouldnote that nitrogen

oxides are not directly related to the air/fuel mixture

ratio, and thus cannot be controlled in this way.

Figure 29.4 Raman spectrum (a single CCD frame) from
a methane–oxygen calibration flame under two slightly
different conditions. Reproduced from Grünefeld et al,
Appl. Phys. B, 2000, 70: 309, with permission of Springer
Science and Business Media
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Here, we mention an experiment in which car

exhaust gases were monitored in real time, to enable

establishing a link between engine performance and

combustion emission gases. The method applied

here is TDLAS, utilizing a quantum cascade laser

(QCL), for multispecies monitoring (see McCulloch

et al. (2005)). The TDLAS spectrometer had a flow-

through absorption gas cell whose input port was

connected to the car exhaust by a flexible hosepipe

(�5 m in length and of 15 mm internal diameter);

the output port of the cell was connected to the

vacuum pump system. For the measurements, a

constant pressure was maintained in the cell

(�45 mbar). The mass flow through the hosepipe

and the pressure differential between the hosepipe

and the cell control the overall flow and, conse-

quently, the dwell time of the exhaust gases in the

cell. For the dimension of the cell used in these

experiments, a dwell time of �2 s was estimated.

The exhaust emission from a range of cars were

examined, started from cold and left to idle during the

experiment, measuring the time dependence of the

molecular components of the exhaust gases. TDLAS

spectra for CO and ethylene (C2H4) were recorded,

with a time resolution of 1 s. Data for three selected

cars are shown in Figure 29.5.

Figure 29.5a shows the time evolution of the partial

pressures of CO2 and ethylene in the exhaust of a

Renault Clio 1.2 16v semi-automatic (2002 model)

with a petrol engine, from before start-up up to about

120 s of running. The spikes in the CO2 and ethylene

levels are thought to result from the car’s l-control
system,which alters the air/fuelmixture as the engine

warms up. Figure 29.5b shows the time evolution of

the partial pressures of CO2 and ethylene in the

exhaust of aHonda s2000 (2000 model), from before

start-up up to�350 s of running. Figure 29.5c shows
the time evolution of the partial pressures of CO2 and

ethylene in the exhaust of a BMW 318i automatic,

from before start-up up to�300 s of running.
Thesedata reveal that the emissionpatternsof those

three test cars exhibit clear differences, the major one

being the persistence of ethylene in the exhaust gases

for both the BMWand the Honda past their cold-start

region. Under realistic traffic conditions this would

lead to a build-up of ethylene (which is thought to

contribute strongly to an enhanced production of

ground-level ozone).

The measurements just described constitute

extra-car/extra-engine monitoring of combustion

trace gases, and how they may affect the atmo-

sphere into which they are released, in contrast to

the experiments highlighted at the beginning of this

section (e.g. in-cylinder measurements). It is quite

obvious that not only the ambient atmosphere is

affected, but also that exhaust gas recirculation

introduces combustion product gases into the air

Figure 29.5 Time dependence of the mixing ratios of
ethylene (C2H4) and of CO2 in the exhaust gases of cars
with combustion engines: (a) Renault Clio 1.2 16v semi-
automatic; (b) Honda s2000; (c) BMW 318i automatic.
Adapted from McCulloch et al, Appl. Opt., 2005, 44: 2887,
with permission of the Optical Society of America
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intake manifold. The consequences of this are,

amongst others:

� the interaction between product gases such as CO2

and fuel/air mixtures may affect the operation of

air intake manifold components;

� some interactions may be highly dynamic, involving

sudden changes in engine load and air-flow rates.

For this to be accessible, an in situ sensor capable

of resolving transient engine operating conditions

is desirable; once again, TDLAS proved to be the

method of choice (see Sonnenfroh et al. (2004)).

A fibre-coupled sensor device using a near-IR laser

diode was designed for simple installation on pro-

duction-type engines (see Figure 29.6). First, in situ

measurements demonstrated that CO2 concentra-

tions could be measured with 0.05 per cent preci-

sion and accuracy (compared with known standard

gas mixtures), and that the system had a high-speed

response able to capture operating dynamics not

revealed by extractive sampling approaches.

29.2 Laser-spectroscopic analysis
of burners and incinerators

The second type of emissions on a large scale are the

flue gases from external combustion processes, and

there are differences in opinion as towhether these are

more serious than the emissions from the internal

combustion sources (seeSection 29.1). External com-

bustion is encountered in any type of boiler, using

premixed fuel flames (e.g. domestic gas boilers,

industrial-scale boilers, gas- and oil-fired power gen-

eration) and in incinerators (e.g. waste incinerators).

In both cases, one of the major concerns is related

to the emission of greenhouse gases, like CO2, and

environmentally harmful pollutants, like oxides of

nitrogen. In addition, people have also become

Figure 29.6 On-engine TDLAS monitoring of CO2 transient dynamics within the air intake manifold of production
internal combustion engines. Left: principle of the fibre-coupled sensor set-up; right: sensor incorporated into an actual
manifold; inset: CO2 concentration measurement, with 1 s temporal resolution. Adapted from Sonnenfroh et al, 30th Int.
Symp. on Combustion, 2004, with permission of Physical Sciences Inc
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aware of potentially adverse effects from toxic trace

gas emissions from incinerators (e.g. the emission of

heavy metals or acidic compounds; see the example

on HCl emission from smoke stacks mentioned in

Section 29.1).

Whatever the process of external combustion, it has

been shown that the amount of harmful emission can

be minimized by careful control of the fuel mixtures

and the burning conditions (e.g. the combustion tem-

perature). Flames near the sooting limit (i.e. those

from fuel-rich mixtures whose conditions just define

the onset of the release elemental carbon aerosol)

exhibit a large number of intermediate species, such

asH2 andCO, rather thanH2OandCO2. Furthermore,

depending on the fuel, incomplete combustion will

lead to the likely production of a variety of hydrocar-

bons or aromatic compounds.

Therefore, the analysis of the nature and behaviour

of combustion products in hydrocarbon-rich flames,

for example, is important, since the findings help to

understand the detailed processes in flame formation

and efficient combustion. In this section we will dis-

cuss selected examples related to the aforementioned

external combustion, and the most influential mea-

surement quantities, namely flame temperature and

the detection of molecular intermediates.

Monitoring low-pressure flames using cavity
ring-down spectroscopy

Combustion diagnostics today relies on a number

of analytical and optical techniques, depending on

the species under investigation. For the detection of

molecular components with more than two or three

atoms, mass spectrometry is usually applied with

different ionization techniques. For smaller reactive

intermediates, optical techniques are the methods

of choice because of their non-invasive nature. One

of the most widespread experimental approaches to

combustion chemistry is through the measurement

of the spatial concentration profiles of the inter-

mediate products of combustion; the results from

such measurements are then compared with model

calculations.

Inmany studies of combustionflames, LIF spectro-

scopy (mostly in the form of PLIF, as described con-

ceptually in Section 7.3) has been the method of

choice for (non-intrusive) concentration and tem-

perature measurements. However, LIF spectro-

scopy exhibits limited scope to derive absolute

concentrations because of the uncertainties in the

determination of the fluorescence quantum yield.

Only if the energy transfer processes in the excited

state (i.e. through quenching, rotational, and vibra-

tional energy transfer, as well as through polariza-

tion scrambling) can be, and are, taken into

account will quantification will be feasible. In

most analytical situations, only very few species

have the relevant data available for this type of LIF

analysis.

In contrast, absorption spectroscopy allows for

more direct and more accurate, absolute concentra-

tion and temperature measurements. An increas-

ingly popular approach for the detection of (minor)

species in flames is cavity ring-down spectroscopy,

CRDS. It combines the advantage of common

absorption techniques, i.e. the direct determination

of number density, with an effective absorption

path of up to a few kilometres. Therefore, the

detection of species of very low concentrations is

possible. For a description of the principles of

CRDS see Section 7.2. A typical experimental

setup for the quantitative measurement of species

concentration and temperature in flames is shown

in Figure 29.7.

Basically, as discussed in Section 7.2, a ring-down

cavity has to be set up around the measurement

volume, which is open in the case of a burner flame.

The two cavity mirrors are usually set up in tubular

extension arms with additional pinhole apertures to

prevent the high-reflectivity cavitymirrors being con-

taminated by products from the flame. For increased

protection, the extension tubes are often purged using

a nitrogen gas flow directed towards the flame. In

Figure 29.2, the collimated laser beam enters from

the left to right, and the CRDS signal detector is

positioned beyond the sample and in line with the

laser beam. The laser beam/cavity positions are

fixed; thus, only a single position in the flame can be

measured. In order to achieve a spatially resolved

measurement, the burner base is normally adjustable

both in height and lateral position; with additional

rotational adjustment, a full 3D image of the species

concentrations and temperature distribution in the

flame can be constructed.
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Using a set-up like the one shown in Figure 29.7,

Schocker et al. (2005) studied premixed-fuel pro-

pane flames (C3H6��O2��Ar) near the soot-forma-

tion limit. In their work, the flame structure was flat

and laminar (i.e. 2D), burning at a low pressure

(about 50 mbar). A series of stable, non-sooting

burning conditions were chosen with carbon to

oxygen ratios C/O of 0.50–0.77; under these con-

ditions, a multitude of species could be traced using

a tuneable, pulsed dye-laser system, pumped by the

second or third harmonics of an Nd:YAG laser.

Emphasis was put on the key radicals OH, CH2

(in its metastable singlet state) and HCO; the wave-

length ranges useful for CRDS absorption measure-

ments are displayed in the top of Figure 29.8. The

concentration profiles for CH2 and OH are shown in

the lower parts of the figure, at different heights

above the burner base, for a range of C/O mixing

ratios.

Hydroxyl (OH) is the most abundant radical in

any hydrocarbon-fuel flame. It participates along

many reaction pathways and is frequently used as a

marker for hot zones in combustion processes. For

example, the measurement of OH radicals using

LIF spectroscopy is among the standard procedures

in combustion diagnostics.

Concentration profiles of OH radicals in several

fuel-rich flames are presented in the bottom right of

Figure 29.8. All profiles rise steeply in the first few

millimetres and reach amaximumat roughly the same

position, at a height of�5 mm above the burner base.

This maximum is followed by a more gradual

decrease toward the exhaust of theburner.Theauthors

found that both the general shape and the position of

the maximum OH mole fraction of the CRDS mea-

surements correlated well with other results obtained

by LIF spectroscopy.

The slow variation of the maximum position as a

function of C/O mixing ratio renders OH virtually

useless as a marker for the actual reaction zone. The

shift in the position of the reaction zone is more

pronounced for the other two radicals, HCO and

CH2; this is exemplified for CH2 in the lower

left panel of Figure 29.8. Note that the methylene

radical, CH2, shown here in its singlet metastable

state, is an important, highly reactive intermediate;

it constitutes part of the hydrogen abstraction

pathway in (methane) combustion. Among others,

Figure 29.7 Schematic experimental set-up for the measurement of combustion radicals in a low-pressure burner (with
incorporated CRDS cavity). Reproduced from Schocker et al, Appl. Opt., 2005, 44: 6660, with permission of the Optical Society
of America
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CH2 participates in the formation and reduction of

nitrogen oxides, and CH2 may react with unsatu-

rated hydrocarbons in fuel-rich flames to form

higher hydrocarbons, which ultimately result in

the soot formation referred to above.

In addition to the species concentrations, Schocker

et al. (2005) also determined temperature profiles

from the rotational line intensities in the OH spectra.

All parametric resultswere comparedwith theoretical

modelling calculations, and very good agreementwas

found.

Cheskis et al. (1998) carried out experiments on

methane–air flames (C2H4��N2��O2), e.g. as encoun-

tered in domestic boiler burners, using an equivalent

experimental set-up to that described above, and

utilizing flames at similar pressures (�45 mbar).

Some of their results for the concentration of OH

and HCO in the flame are shown in Figure 29.9,

together with the temperature profile. Note that the

group’s general findings very much exhibit the same

trends as those shown earlier for the propane–oxygen

flame mixture, i.e. a weak variation of the OH con-

centration with height and HCO exhibited a sharp

maximum.

Therefore, measurements like the ones described

here may not only be useful in the systematic

characterization and optimization of burner flames;

ultimately, a CRDS signal could provide feedback

information in an automatic control loop managing

large-scale burners in order to optimize their

Figure 29.8 CRDS concentration measurements for radicals in a fuel-rich propane flame, near the soot-formation limit.
Top: overview of the absorption spectra in a propane flame with C/O¼ 0.6. Bottom left: CH2 mole fraction, as a function of
height above the burner, for various C/O ratios. Bottom right: OH mole fraction, as a function of height above the burner,
for various C/O ratios. Reproduced from Schocker et al, Appl. Opt., 2005, 44: 6660, with permission of the Optical Society
of America
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operating conditions, thus minimizing the harmful

components in the flue gas emissions.

Monitoring and control of waste incineration

As mentioned at the beginning of this section, con-

tinuous monitoring of gas emissions from industrial

processes has traditionally been limited to the mea-

surement ofCOandoxides ofnitrogen (NOandNO2),

using well-established techniques. The limitations in

performance/detection levels of the equipment avail-

able for continuous measurements of gases such as

HF, HCl and NH3 has, in practice, prevented their

continuous, real-time monitoring and reporting. The

standard practice for the measurement of these spe-

cies centres on sampling tests based on wet chemical

analyses. For example, the continuous real-timemea-

surement of HCl in flue gases from the stack of an

incinerator is indeed possible, using the TDLAS tech-

nique (Linnerud et al., 1998), as discussed in Section

28.3. The findings from that experiment also revealed

thatmonitoringof theHClemission in isolationwould

not necessarily guarantee the optimum incinerator

performance and the minimized yield of potentially

harmful species.

Waste incineration is increasingly seen as an impor-

tant factor in addressing a number of environmental

problemsassociatedwithwastemanagement,although

its wider use is still somewhat controversial. Domestic

waste contains high amounts of combustible materials

(e.g.paperandorganicwaste), and thus it canbeburned

easily instead of being disposed of in landfills sites,

and because of its high BTU value (approaching

that of fossil fuels) it may even be a future fossil-

fuel substitute. However, in order to make waste

incineration commercially and ecologically viable,

the incineration process needs to be highly efficient

and the emission of harmful species with the flue

gases needs to be minimal. Therefore, the real-time

analysis of the gas composition directly within the

incinerator is of great importance, not only to

understand the processes, but also to control the

stoichiometric admixture of oxygen for optimal

combustion. In addition to the measurement of

the major species, namely the oxidant O2 and the

combustion products CO2 and H2O, the concentra-

tion of CO provides an important indicator insofar

as it signals incomplete incineration, and incom-

plete incineration normally results in increased

generation and emission of harmful species.

Interestingly, a study by Teichert and co-workers

(Ebert et al. (2003) showed a link between the

actual combustion conditions within an incinerator

and the emitted flue gases. The researchers used

TDLAS to monitor O2 and the combustion product

CO, both along the axis of the rotating incinerator

vessel and inside the flue-gas extractor chamber

(see Figure 29.10.)

The experiments were carried out under realistic

incineration conditions at the semi-commercial

THERESA incinerator at the Research Centre,

Karlsruhe (FZK) in Germany. This specific incinera-

tor provides the necessary optical access ports for

Figure 29.9 Measurement of combustion radicals in a
low-pressure, stoichiometric (CH4¼ N2¼ O2) flame: ^,
temperature data (measured by CRDS on OH rotational
lines); 3&, OH concentration data (measured by CRDS); *,
HCO concentration data (measured by intra-cavity laser
absorption spectroscopy). The solid lines are from the
model calculations using experimental temperature pro-
files. Reproduced from Cheskis et al, Appl. Phys. B, 1998,
66: 377, with permission of Springer Science and Busi-
ness Media
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TDLAS (and other optical spectroscopy) measure-

ments and is of comparable dimensions to fully com-

mercial units, allowing for realistic feedwith different

mixtures of fossil fuels or domestic waste. In the

measurements carried out by Ebert et al. (2003),

the concentration of various species was monitored

over extended periods, including events such as the

changeover in the supporting burners from oil to gas

fuel and of temporary faults, such as intermittent

switch-offs of the supporting burner. Some typical

results for standard operation of the incinerator with

domestic waste are shown in Figure 29.11.

Figure 29.10 Schematic of the experimental layout for TDLAS measurements at the THERESA (Karlsruhe) rotating
furnace incinerator. Measurements along the furnace axis are carried out for CO and O2; measurements within the after-
burner/heat exchanger segment for CO only. MA: motorized alignment mirrors; MF: focusing mirrors; BS: dichroic beam
splitter. Courtesy of Teichert et al, 16th TECFLAM seminar (2003)

Figure 29.11 Temporal evolution of the CO and O2 concentrations in the rotating furnace incinerator THERESA
(Karlsruhe), during rubbish fuel injection. The species concentrations correlate with the 30 s injection sequence.
Courtesy of Teichert et al, 16th TECFLAM seminar (2003)
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The TDLAS measurement data for both O2 and

CO are shown in the figure; data were taken at a rate

of �25 samples per second (although for clarity not

every data point is displayed in the figure). Clearly,

such rapid response of the measurement system is

required; the data curves displayed in Figure 29.11

exhibit rapid fluctuations with a periodicity of about

30 s. This periodic variation is synchronous to the

injection of waste fuel into the incinerator in 30 s

bursts. Each waste addition constitutes a higher

amount of fuel, using up an increased amount of

oxygen. Thus, because of non-stoichiometric com-

bustion conditions, excess CO is generated. The

very sharp, extensive CO peaks indicate that real

variations in the CO concentration occur, and that

the signal does notmerely vary as a result of a slightly

reduced transmission during the waste injection.

Note that the running average of the CO signal,

using a 30 s mean time constant, demonstrates that

the fluctuations in the CO concentration would not be

detectable with conventional CO sensors. There-

fore, a suitable correction signal for the oxygen

flow can be provided only by a fast-response sys-

tem, such as a TDLAS set-up, in order to maintain

optimum combustion.

29.3 Laser-chemical processes at
surfaces: nanoscale patterning

It is well known that laser-induced processes led

to the development of new techniques in microelec-

tronics and semiconductor processes (see Osgood

and Deutsch (1985)). Typical examples are laser

lithography or direct writing, which produce sub-

micrometre features on the desired substrate.

An obvious trend in microelectronics is to increase

the number of components on a chip, which in turn

requires making each component to be as small as

possible. This requirement has driven considerable

attention and demand in nanotechnology and, there-

fore, in nano-fabrication using patterns at the nanos-

cale dimension.

Themain goal of nanoscale science is to control the

assembly of solid materials, by its growth, removal or

etching at an extremely high spatial resolution, i.e.

that of a single atom. To accomplish such a goal,

several approaches have been developed, namely the

use of scanning tunnelling microscopy (STM) as a

‘pick and place’ tool (e.g.Osgood, 2004), or the use of

self-assembly (SA) to perform parallel actions.

In Chapter 27we studied the photochemistry of the

adsorbate state, and we discussed the occurrence of

localized atomic scattering as a key feature character-

izing the photofragmentation dynamics of adsorbed

molecules. Furthermore, it was shown how the con-

cept of localized atomic scattering extended to that of

localized atomic reaction, in which the new bond

created at the surface takes place in an adjacent loca-

tion to the old (broken) bond.

In this section we shall see how the development of

surface reaction dynamics has made nanoscale pat-

terning possible, i.e. patterning with exceptionally

high spatial resolution. In particular, we will discuss

how one can convert a highly mobile monolayer, that

is only physisorbed, into a robust layer covalently

bonded to a substrate by inducing the surface reaction

with a nanosecond UV light pulses.

For nano-fabrication to be practical it must be

based on large-scale molecular SA. Obviously, SA

requires molecular mobility; on the other hand, a

device fabricated by SA must be stable, ideally

with strong covalent bonding to the surface. There-

fore, the ideal solution would be to allow assembly

to take place over a wide area and subsequently to

secure the molecules to the surface via strong

chemical bonds. This goal has recently been

achieved by irradiating the physisorbed species

with UV light from a pulsed laser. This new devel-

opment was carried out by Polanyi’s group at the

University of Toronto, Canada (see Dobrin et al.

(2004)). In their study, a cold, pristine Si crystal

was exposed to small quantities of methyl bromide

(CH3Br), which forms well-ordered patterns of

physisorbed molecules. STM images of the surface

show that, for the particular Si crystal face under

study, the molecules assemble into arrays of neat

circles (with 12 molecules in each circle). These

‘physisorbed’ assemblies are held at low tempera-

ture (�50 K). Note that due to the weak physical

interaction they lose their high degree of order at

higher temperatures.

After CH3Br SA, a reaction is induced by pulsed

UV laser radiation (l ¼ 193 nm) to yield a similar

pattern of covalently bound Br atoms. It was shown
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that, the ‘daughter’ Br atom formed in this reaction is

directed toward an Si atom beneath. STM confirms

that direct covalent attachment occurs. An interesting

finding of this investigation is the lack of degradation

of the pattern in going from SA to chemical attach-

ment, despite the energy available to the recoiling

Br atom.

As illustrated in Figure 29.12, the reaction is trig-

gered by charge transfer of an electron to the physi-

sorbed CH3Br(ad) SA monolayer, originating in the

collisionbetween the recoilingBr atomand theunder-

lying surface, with transfer of the electron to the Si

atom and capture of Br to form Br��Si(s). In other

words, it leads to a localized reaction product. Note

that in the figure only one adsorbed molecule is

shown; in the original article (Dobrin et al., 2004),

an entire centre ad-atom circle is filled and then reac-

tion is initiated.

Low-temperature STM on the samples before and

after the reaction was performed in an ultrahigh

vacuum chamber, as summarized in Figure 29.13.

In panel (a) of the figure, a typical atomically resolved

image of the Si(111)-7� 7 surface is depicted, with a

7� 7 unit cell indicated. Each unit cell has 12 Si ad-

atoms, namely six middle and six corner atoms. At

50 K, adsorbed CH3Br molecules appear as bright

protrusions, centred over the middle ad-atoms;

these and six adjacent half-unit cells form circles of

Figure 29.12 CH3Br molecule physisorbed on an ad-
atom site on Si (7� 7). The dark arrow indicates the
reaction site for the downward-propelled bromine atom;
the lighter arrow indicates the upward ejection of CH3.
Both processes occur after capture of a photoexcited
substrate electron; see text for details. Adapted from
Osgood et al, Surface Science, 2004, 573: 147, with
permission of Elsevier

Figure 29.13 STM images of physisorbed CH3Br(ad)
and chemisorbed Br on Si(111)-7� 7. (a) Clean
Si(111)-7� 7 surface at 50 K. A 7� 7 unit cell is indi-
cated. Measurement conditions: Vsurface¼ 1.5 V; STM
current, 0.2 nA; image area, �20 � 20 nm2. (b) Physi-
sorbed CH3Br(ad) on the 50 K Si(111)-7� 7 surface, at a
coverage of 0.41 ML; physisorbed molecules appear as
protrusions over the middle ad-atoms. Measurement con-
ditions: Vsurface¼ 1.5 V; STM current, 0.2 nA; image area,
� 20 � 20 nm2. (c) Zoomed single ring of physisorbed
CH3Br(ad), indicated by the dotted circle. Measurement
conditions: same as in (b), but now area �30� 30 Å2.
(d) Chemisorbed Br on Si(111)-7� 7 surface, after
photolysis of (three successive applications of) physi-
sorbed CH3Br(ad) at 50 K. Br (beneath dotted circle)
appears as depressions on the middle ad-atoms. Measure-
ment conditions: as in (c). (e) Chemisorbed Br imprints
on the middle ad-atoms (indicated by a dotted circle).
Measurement conditions: as in (d), but now with
Vsurface¼ 2.5 V. (f) Chemisorbed Br on the middle
ad-atoms (dotted-in) obtained by scanning (a single
application of) physisorbed CH3Br(ad), scan from lower
left to upper right). Measurement conditions: as in
(e). Reproduced from Dobrin et al, Surface Science,
2004, 573: L363, with permission of Elsevier
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12 ad-atoms. Since these comprise half the ad-atoms,

50percent coverageofCH3Brwasdeposited toobtain

the ring pattern shown in panel (b) of the figure. These

bright rings extendedwithout limit.Each ring consists

of 12 CH3Br(ad), as the close-up zoom in panel (c) of

the figure reveals. Note that these bright features

were observed only at low temperature.

Thecalculated temperature increaseof5 Kencoun-

tered in the photon interaction does not result

in significant thermal reaction, meaning that a sin-

gle-photon reaction is indeed the main process.

On average, a single exposure produces eight Br��Si
per circle of 12 ad-atoms. Panels (d) and (e) in

Figure 29.13 were obtained from three successive

adsorptions, followed in each case by a total of

1 min of photolysis. The dark ring-pattern of reaction

product in panel (d) became the bright ring-pattern of

panel (e) by increasing bias voltage of the scanning

tunnelling microscope from 1.5 V to 2.5 V; this light-

ing up of atomic features with increased surface

bias-voltage is characteristic of atomic Br covalently

bound to Si at �40 K. Additional evidence that the
physisorbed adsorbate photoreacts to produce

strongly bound Br–Si(s) is obtained by heating

the pattern shown in panels (d) and (e) of the figure

to approximately 200�C for a duration of 70 s.

As expected for covalent binding, no change in

the pattern was observed; intact CH3Br molecules

would not covalently bind to Si.

Overall, this study carried out in Polanyi’s group

demonstrates that Br–Si(s) is the product of photo-

reaction. Since the reaction product forms at the

Si atom beneath the parent CH3Br(ad), a localized

photoreaction is produced.The localized nature of the

bromination also occurs for the electron-induced

reaction, in which the CH3Br(ad) is found to react to

form a ring pattern like that obtained for the photo-

reaction (panel (f) in Figure 29.13). However, in

this case the ringappears onlypartial, since thepattern

was obtained from a single scan.

Whydoes theBratomstriking theunderlyingSi ad-

atom at an angle to the normal not migrate to an

adjacent ad-atom? For example, the excess energy

of the Br atom was estimated to be �2 eV for

the case of CH3Br(ad)–Pt(111). Although part of

the translational energy in Br� is absorbed by the

surface via translation-to-vibration energy transfer,

the more effective mode of energy dissipation seems

to be the cooling of the hot electronwhen it is returned

to the surface by the Br� ion. Cooling by this reverse

Figure 29.14 Schematic representation of (a) physisorption of CH3Br(ad) on Si(111) surface, with Br pointing down,
and (b) chemisorbed Br on middle ad-atom positions, after photolysis or electron impact at T ¼ 50 K. Reproduced from
Dobrin et al, Surface Science, 2004, 573: L363, with permission of Elsevier
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charge transfer appears tobe the reason that the recoil-

ing Br� is captured as Br��Si at the first reactive Si

ad-atom site that it encounters, hence resulting in the

localization of its imprint.

This interesting study of the photo- or electron-

induced reaction of a SA monolayer of CH3Br at a

(crystalline) Si surface suggests powerful possibi-

lities for imprinting nano-patterns (e.g. Jacoby,

2004). In the view mediated in said summary,

surface reactions can be classified as having

parent-mediated or daughter-mediated dynamics

(here, parent and daughter being CH3Br and atomic

Br). The reaction involving CH3Br belongs to the

second category, in which the adsorbate (being the

‘ink’ of the printing process) in its initial physi-

sorbed state is directly attached to the surface at

the atom to be covalently imprinted, namely Br.

Figure 29.14 illustrates this direct (daughter-

mediated) mode of reaction: chemical imprinting

of SA monolayer nano-patterns ensues, since the

surface reaction is well localized to the point of

the patterning physisorbed attachment.
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30
Laser Applications in Medicine

and Biology

It is fair to say that all metabolic processes are based

on, or can be traced back to, chemical processes.

By their very nature, however, many of them take

place in the liquid or solid phase dictated by the cell

structure in which they occur. On the other hand,

many of the processes and reactions involve funda-

mental reactions exchanging gaseous specimens at

the outer interface of a cell. An example is our

respiration: oxygen is extracted from the inhaled

air and ‘toxic’ exchange gases are expelled from

the body during exhalation, e.g. one can smell in

the breath of a person whether they have been drink-

ing alcohol.

Out of the vast number of applications in the field

of medicine and biology involving laser chemical

aspects, we are able to present only a handful of

examples. One particularly interesting, now well-

established, practical application is that of cancer

treatment by photodynamic therapy (PDT), and all

the monitoring processes around it; examples are

given in Sections 30.1 and 30.2. The analysis of the

gases taken in and released in respiration is prob-

ably one of the most accessible fields for laser

analytical techniques, and thus we discuss some

relevant examples in Section 30.3. It has to be

noted that the laser is used as an analytical tool

here to add to the understanding of many of the

fundamental processes in our metabolism; the tech-

niques, therefore, have often not yet transferred

from the research environment to widespread prac-

tical use, but some are already at the threshold,

aided specifically by the rapidly falling cost of

laser equipment.

In the final part of this chapter (Sections 30.4–30.6)

we address some laser-analytical methods applied to

biology, and specifically how the understanding of

some chemical processes, which could only be clar-

ified by applying laser-based techniques, aids in the

improvement of the quality of fruit and vegetables by

feeding back this knowledge into treatments during

plant growth, for example. Assisting the metabolism

of a plant by enhancing its own, inherent defence

mechanisms can greatly improve yield and quality

of a harvested product.

30.1 Photodynamic therapy

For centuries, solar radiation has been used to cure a

variety of diseases (e.g. rickets and psoriasis). Indeed,

phototherapy was used as far back as 3000 years ago

and was known to the Egyptians, the Indians and the

Chinese. In Greece, heliotherapy was used in the 2nd

century BC for the ‘restoration of health’ (e.g. Patrice,

2003).

Laser Chemistry: Spectroscopy, Dynamics and Applications Helmut H. Telle, Angel González Ureña & Robert J. Donovan
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In the simplest forms of phototherapy, light is

administered to a patient in a controlled way to

achieve a specific purpose. A good example is the

treatment of newborn babies suffering from jaundice

with artificial daylight from a lamp: the light induces a

chemical reaction that allows the babies’ bodies to

eliminate the yellow pigment causing the jaundice.

Sometimes, it is necessary to administer a drug at

the same time as the light to achieve the desired effect.

This type of treatment is termedphoto-chemotherapy. A

good example is the use of a drug (Psoralen) and light to

treat psoriasis, known as PUVA therapy: the drug is

activated by the light, and the activated drug then reacts

with the abnormal cells, destroying them in the process.

Recently,PDT, a form of photo-chemotherapy, has

become accepted for the treatment of several forms of

cancer, particularly those found in the area of the head

and neck, but it can also be used for the treatment of

colon, bladder, oesophageal, lung, pancreatic and

cervical cancers; e.g. see Milgrom and MacRobert

(1998) and Patrice (2003, 2006).

PDT involves the intravenous injection of a patient

with a light-sensitive drug (sensitizer), which circu-

lates through the body and preferentially attaches

itself to tumour tissue. The tumour is then irradiated

with an appropriate laser wavelength (generally using

a fibre-optic light guide). The irradiation activates the

drug, which, in the presence of oxygen, causes necro-

sis (cell death). This sequence of events is illustrated

in Figure 30.1.

PDT, therefore, avoids the use of scalpels and most

of the other equipment normally associated with sur-

gery. It also avoids the side effects produced by anti-

cancer drugs, radiotherapy (such as sickness and hair

loss), the loss of blood, the use of anaesthetics and it

minimizes scarring and damage to healthy tissue.

However, during and after treatment the patient is

very sensitive to light and must be kept in the dark

until the drug has been excreted or metabolized; in the

early stages of development the time required for this

was several days or even weeks, but more recently,

with the introduction of new and improved drugs, it

has been reduced to a few hours.

The initial steps in the photoactivation of the PDT

(sensitizer) drug are well understood; the sensitizer

molecules are first elevated to their lowest excited

singlet state:

S0 þ h��!S�1

This is followed by intersystem crossing to the lowest

triplet state:

S�1�!T1

S0, S�1 and T1 are the ground, excited singlet and

excited triplet states of the sensitizer drug respectively

(see the schematic term diagram in Figure 30.3 further

below).

However, the subsequent steps in the mechanism,

in which active oxygen species are formed, are less

well understood. Two mechanisms have been pro-

posed; these are termed the ‘Type I’ and ‘Type II’

mechanisms. In the Type I mechanism the excited

triplet sensitizer is involved in redox reactions leading

to electron transfer and the formation of superoxide

Figure 30.1 The sequence of events for PDT treatment: (a) intravenous injection of the drug (sensitizer); (b) circulation
through the body and preferential attachment to the tumour tissue; (c) the tumour is irradiated with an appropriate laser
wavelength and the drug is activated; (d) the tumour is destroyed (necrosis). Courtesy of S. Brown (2006)
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anions, (O�2 ), and free-radical species, which attack

local cells and cause necrosis. The Type II mechan-

ism is somewhat simpler and involves energy trans-

fer from the excited triplet sensitizer to molecular

oxygen, forming the lowest excited singlet state of

the latter (O2(a 1�)), i.e.

T1 þ O2ðX3�gÞ�! S0 þ O2ða 1�gÞ

The excited a 1�g state of O2 is much more reactive

than the ground state and attacks carbon–carbon dou-

ble bonds in the unsaturated lipids and proteins con-

tained incell membranes, thus destroying the cells. By

using a laser beam, delivered by a fibre-optic light

guide, precise targeting of the malignant tissue can be

achieved, with minimal damage to the surrounding

healthy tissue. In effect, two methods of targeting the

tumour are operating; first, sensitizing drugs are cho-

sen for their ability to attach preferentially to malig-

nant tissue, rather than healthy tissue (selectivities of

up to 50:1 have been achieved); second, the laser

beam can precisely target the area to be treated. The

overall process is highly efficient, enabling low drug

doses to be used, as the ground-state sensitizer mole-

cule is regenerated and can undergo a large number of

repeat cycles, producing many times its own concen-

tration of O2(a 1�g). The effect of PDT treatment on a

single cell is illustrated in Figure 30.2. It has also been

suggested that it may be possible to use PDT to induce

apoptosis (programmed cell death), involving inter-

actions between a large number of cells, and this could

further improve efficiency.

Clearly, there are several constraints on the choice

of sensitizer drug, which should meet the following

criteria:

1. it must be soluble in the body’s fluids in order

that it can be carried to the site of the tumour;

ideally it should be amphiphilic, i.e. soluble in

water and lipids;

Figure 30.2 Example of PDT working on a cancer cell: (a) the cell before exposure; (b) the cell is exposed to laser light;
(c) and (d) the cell wall is destroyed, producing necrosis. Courtesy of T. Patrice (2006)
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2. it should preferentially attach to tumour tissue;

3. it must be non-toxic in the absence of light;

4. it should absorb light in the region of 620–680 nm

(see below);

5. it should clear rapidly from the body after treat-

ment and allow the patient to return to normal

sunlight conditions;

6. it should have a high triplet-state quantum yield

and the triplet state should have a reasonably long

lifetime (on the order of microseconds) under the

prevailing conditions;

7. ideally, it should be a pure compound with a clean

and reproducible synthesis.

This is a challenging list, and relatively few drugs

fit all of the criteria. The first type of drug to be

used was a haematoporphyrin derivative, but this is

not a pure substance and is being superseded by

a second generation of drugs, many of which are

pure porphyrins or other tetra-pyrrolic macrocycles

(e.g. see Figure 30.3). Porphyrins generally contain

coordinated metal cations and the choice of metal

can be critical, as it can strongly influence the

efficiency of intersystem crossing and thus the

triplet-state yield.

The restriction on wavelength noted above is due to

two factors. First, if surgery is to be avoided, the laser

light must be transmitted through the skin and other

tissues to the site of the tumour, and as red light pene-

trates tissue further than blue light (due to strong Soret-

band absorption in the near UV) it is essential that light

with l> 600 nm is used. Second, the energetic require-

ments of the above mechanisms, notably the formation

of O2(a
1�g), mean that the excited states involved

must have a minimum energy of �100 kJ mol�1 for

efficient energy transfer. The optimum excitation wave-

lengths, therefore, lie in the range 620–680 nm.

PDT is clearly an interesting and rapidly develop-

ing medical treatment that depends heavily on the use

of lasers. It is now employed for the diagnosis of

cancer and also for the treatment of various non-

malignant conditions, such as psoriasis, rheumatoid

arthritis, diseases of vascular origin and the steriliza-

tion of blood (PDT kills bacteria and viruses). Com-

pared with many medical treatments, its scientific

basis is relatively well understood, and with the devel-

opment of second- and third-generation sensitizer

drugs, together with advances in laser technology

(i.e. the availability of cheap, powerful and portable

diode lasers), PDT is poised to take on a major role in

modern medicine.

Figure 30.3 Chemical structure of the PDT drug haematoporphyrin (left) and the conceptual relation between relevant
energy levels in a PDT drug and active oxygen (right)
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30.2 Intra-cell mapping of drug
delivery using Raman imaging

PDT, as well as common chemotherapy of cancers,

critically depends on the (overwhelmingly) selective

absorption of the administered drug by the cancer cell;

healthy cells should, as far as possible, not be destroyed.

Therefore, the need for cost-effective and efficient

approaches to evaluate the effectiveness of selective

accumulation in the cancer cell is unquestionable.

The most logical approach for evaluating drug effi-

cacy would be first to understand its action at the

cellular level (e.g. the cellular uptake, intracellular

distribution, binding characteristics, intracellular

pharmacokinetics, etc.). One attractive candidate for

monitoring the action of drugs on and its distribution

in living cells is (direct) laser Raman imaging, since it

can be applied in vivo without destroying the cell

during the analysis/monitoring process. The advan-

tage of Raman imaging over other imaging techniques

is that no external (fluorescence) markers are

required, which simplifies the sample preparation

and minimally disturbs the drug mechanism during

imaging. However, as was outlined in Chapter 8,

Raman signals are extremely weak. Thus, the major

challenge in Raman imaging is to extract the weak

Raman signal from a normally large fluorescence

background inherent to the majority of biological

tissue/cell samples. Until recently, direct Raman ima-

ging was not practical for biological and medical

samples; only with the development of reliable

near-IR diode laser sources and ultra-low noise

CCD array detectors has this become feasible.

Here, we describe one representative example,

namely the application of direct Raman imaging to

the visualization of an anticancer drug, paclitaxel,

within living tumour cells (see Ling et al. (2002)).

Paclitaxel is an important antimitotic agent whose

mechanisms of interaction with cells are reason-

ably well understood; thus, it can be viewed as a

suitable candidate for validation of the capabilities

of Raman imaging. The human breast tumour cell

line MDA-435 was used in these studies.

Note that in the methodology described here the

laser serves as an analytical tool (in the form of Raman

spectroscopy) to follow the chemical reaction process

induced by the drug; this is in contrast to PDT,

discussed in the previous section, where the laser

actually stimulated the chemical reaction process.

The instrumentation used by Ling et al. (2002) was

an imaging Raman system (Renishaw RamanScope

2000), coupled with a Ti:sapphire laser (tuned to

782 nm) as the excitation source. In order to be able

to identify and distinguish the Raman signals of the

drug from those of the various proteins in the cell,

Raman spectra of pure paclitaxel were recorded first.

As is evident in the top part of Figure 30.4, paclitaxel

exhibits a few strong, characteristic Raman peaks.

The Raman peak at 617 cm�1 is due to deforma-

tion of benzene rings in the structure, the strong

1002 cm�1 resonance arises from the sp3-hybridized

C–C vibration, and the 1601 cm�1 signal originates

from the C¼ C stretching vibration.

Clearly, in order to detect paclitaxel in an actual

living MDA-435 tumour cell, its Raman and fluores-

cent signals had to be evaluated as well. As expected, a

wealth of Raman lines, sitting on a broad fluorescence

background, is observed. For example, carbon–

carbon stretching modes from the proteins inside the

cell are observed (Raman peak at the approximately

1003 cm�1), which nearly overlap with the most pro-

minentpaclitaxelpeak. Fortunately, the Raman signal

from the cell proteins was much weaker than that from

thepaclitaxel; thus, the cell contributes only very little

to the Raman image recorded at 1000 cm�1. In order

to improve the signal-to-noise ratio and, therefore, the

paclitaxel-specific contrast, a second Raman image

was taken at 1080 cm�1; this only exhibits fluores-

cence and nearly no Raman contribution. Subse-

quently, the two images are subtracted from each

other for visualization of the distribution of the drug

in the cell. In addition, white-light images of the cell

were recorded in order to be able to identify specific

structures, like cell walls.

The MD-435 tumour cells were exposed for�1 h to

a 0.3 mg ml�1paclitaxel solution. White-light images

and the two Raman images (Raman exposure time

�5 min) were recorded before, during, and after the

treatment with paclitaxel; three snapshots are dis-

played in the lower half of Figure 30.4.

The first row of images is taken before drug

treatment; they constitute the Raman signal (at

�1000 cm�1) contributed by the molecular species

of the cell itself. Note that some intrinsic Raman

signal seems to appear outside the cell. The authors
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attribute this to problems with their 3D deconvolution

algorithm (for details on this problem, see Ling et al.

(2002)). The arrows from the left indicate the cell

nucleus area.

The second row of images were recorded 45 min

into the drug treatment. From the time sequence

recorded prior to this point (not shown) the authors

suggested that paclitaxel first accumulated outside

the cell membrane and then gradually diffused into

the cell; the latter is evidenced by the bright signals

within the cell structure. Note that the Raman

intensities shown in the figures are only relative;

the quantitative information was not preserved in

the data processing procedure.

Figure 30.4 In vivo Raman imaging of MDA-435 breast cancer cell, exposed to paclitaxel agent (its chemical formula
and Raman spectrum are shown in the top part of the figure). Raman images (centre column) were recorded at the
1002 cm�1 band; top: before drug treatment; centre: 45 min into the treatment (overall duration 1 h); bottom: 4.5 h after
termination of treatment (note the cell blebbing, which commences after �4 h). The bright regions indicate high
paclitaxel concentrations. Left column: white-light images of cell; right column: overlay of the cell and Raman images.
Adapted from Ling et al, Appl. Opt., 2002, 41: 6006, with permission of the Optical Society of America
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The final row of images was recorded 4.5 h after

termination of the treatment (residualpaclitaxel agent

was washed out from the sample volume to avoid

continuation of its action). The centre image shows

that the Raman intensities are rather higher in the

centre of the cell and near its membrane, but hardly

any intensity is observed in the cell nucleus area. The

Raman signal is directly related to the molecular

concentration (although no absolute quantification

was possible in these measurements). Therefore, the

figure suggests that paclitaxel is more concentrated

near the centre of the cell and near the cell membrane,

but less concentrated in the cell nucleus. These parti-

cular paclitaxel distributions were explained in terms

of the binding characteristics of the paclitaxel and its

molecular target, the microtubules: paclitaxel is an

antimitotic drug that stabilizes the microtubules, one

type of cytoskeleton that plays an important role in

cell division. The last row of images in Figure 30.4

also shows that the cell started blebbing (commen-

cing after about 4 h after exposure to the paclitaxel

solution; with the blebs progressively increasing in

size). Cell blebbing often indicates the start of

apoptosis of the cell.

The results displayed in Figure 30.4, and in more

detail in Ling et al. (2002), demonstrate how the

paclitaxel distribution changes with time in a living

tumour cell, and that clear indications of the success of

the treatment, i.e. the destruction of the cell, are

observed. Although further studies are required in

this particular case, specifically to quantify the pacli-

taxel concentration, this study perfectly demonstrated

that direct Raman imaging is a promising tool for use

in the determination of the intracellular distribution of

a drug. Quantification of the intercellular drug levels

would be very valuable, since this would allow one to

evaluate the intracellular pharmacokinetics of a drug,

which in turn would provide an indication of the

effectiveness of a particular drug.

30.3 Breath diagnostics using laser
spectroscopy

In the previous two sections the effects of drug-

or laser-mediated reactions on cancer cells were

discussed. The redox reactions in PDT, leading to

electron transfer and the formation of superoxide

anions, free-radical species and highly reactive

singlet-state oxygen, constitute fundamental reac-

tion processes. However, because they are taking

place at the cell surface or in its interior, they are

not easily accessible to laser-based analysis, as will

have become clear in Section 30.2. It would be

much easier to establish links with biomedical

metabolism reactions, were these accessible in

the ‘gas phase’.

Evidently, the inhaled and exhaled gases encoun-

tered during respiration could become diagnostic

indicators for a variety of chemical processes. Breath

tests have a long history in medical diagnostics, going

back to the times of the ancient Greeks: Hippocrates

associated specific odours with certain diseases of his

patients. Or, without necessarily having medical diag-

nostics in mind, we smell if somebody has consumed

alcohol, or if somebody is a smoker.

Modern breath analysis began with the discov-

eries of Lavoisier, who in the late 1780s identified

CO2 as an important constituent of exhaled breath.

The most significant milestone in modern breath

analysis is the work of Linus Pauling in the 1970s.

He and his co-workers identified a range of volatile

organic compounds (VOC) in breath are predomi-

nantly blood-borne and are exhaled via the blood–

breath interface in the lungs.

The primary constituents of exhaled human breath

are the two main constituents of air, i.e. N2 and O2, and

H2O taken up from within the lungs and in the respira-

tionpathway (we seewater condensation if we breathe

at a cold surface). The major metabolite in breath, at

about 4 per cent of volume, is CO2. In addition,

exhaled breath contains numerous trace gases of

endogenous nature, i.e. molecules that can be linked

to metabolism processes; some of these are summar-

ized in Table 30.1.

Besides the compounds listed, quite a few others

have been identified; however, many of those can be,

or are, of exogenous origin. They have been either

ingested or inhaled with (polluted) ambient air: their

presence in breath is not evidence of disease but rather

an indicator of recent exposure to a particular com-

pound, e.g. drinking alcohol or smoking cigarettes.

Breath analysis is a particularly attractive diagnos-

tic tool, in that it is a non-invasive way to monitor a

patient’s physiological status, other than urine tests
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for example. In general, gas chromatographic and

mass spectrometric methods are applied to separate

and identify trace gases in breath. However, modern

laser-based analytic methods now begin to allow

measurements to be taken with unprecedented sensi-

tivity, specificity and speed.

Probably the most studied disease and metabolism

markers are C2H6 and nitric monoxide (NO); exam-

ples of laser spectroscopic studies of these two are

discussed below.

Ethane as a marker for oxidative stress

By and large, C2H6 can be linked to free-radical-

induced oxidative degradation of cell membranes;

for example, it is formed during the per-oxidation of

the omega-3 fatty acid. Under certain pathological

conditions the number of aggressive free radicals

in the body increases, a condition termed ‘oxidative

stress’. As a consequence of oxidative stress, the con-

centration of C2H6 in exhaled breath rises, which

means that its concentration levels can be considered

as a reliable volatile marker for the imbalance of free

radicals and anti-oxidative defence in the living organ-

ism. Over the past two decades, a number of diseases

have been linked with oxidative stress, e.g. Alzhei-

mer’s disease, arteriosclerosis, diabetes, cancers, and

others (see Figure 30.5). Therefore, the measurement

of C2H6 in breath constitutes a promising approach

to identify and monitor oxidative stress conditions.

Standard off-line techniques require collecting

breath in a bag or a sorbent trap, and because of the

collection method often suffer problems of reprodu-

cibility in breath sampling. Furthermore, normally

only time-integrated information (over one or more

complete exhalations) is available; instantaneous

feedback cannot be obtained. A major advantage of

laser spectroscopic breath analysis is that real-time,

on-line measurements during inhalation/exhalation

are possible. Absorption spectroscopy, and specifi-

cally the highly sensitive method of CRDS, has been

applied to on-line quantification of C2H6 traces

in exhaled human breath. Mürtz and co-workers at

the Institute for Laser Medicine at the University of

Düsseldorf, Germany, reported concentration mea-

surements down to �500 ppt (parts per trillion),

with a time resolution of less than 1 s (see von

Basum et al. (2003)). The group’s experimental

implementation of real-time breath analysis, based

on CRDS using a CW laser, is shown schematically

in Figure 30.6.

Radiation from a line-tuneable CO-overtone laser

was mixed with microwave radiation in an electro-

optic modulator. In this way, tuneable laser sidebands

could be generated, covering a spectral range of a few

gigahertz above and below each CO laser line. This

radiation was passed through an absorption cell

(length�50 cm) containing the gas sample of interest.

The cavity mirrors had a reflectivity of R ¼ 99:985

per cent, which provided an effective optical absorp-

tion path length of more than 3 km. The leak-out of the

light from the resonator was monitored using an IR

photodetector (InSb). By measuring the light decay

time of the empty cell t0 and the light decay time of

Table 30.1 Selection of endogenous trace gases found
in exhaled breath and their average concentrations in the
breath of (healthy) humans. From Mürtz (2005)

Breath constituent Average fraction

Methane (CH4) 2–10 ppm

Ethane (C2H6) 0–10 ppb

Pentane (C5H12) 0–10 ppb

Nitric oxide (NO) 10–50 ppb

Carbon monoxide (CO) 1–10 ppm

Carbonyl sulfide (OCS) 0–10 ppb

Nitrous oxide (N2O) 1–20 ppb

Isoprene (C5H8) 50–200 ppb

Ammonia (NH3) 0–1 ppm

Acetone ((CH3)2CO) 0–1 ppm

Figure 30.5 C2H6 production by cells under oxidative
stress, and possible links to diseases. Courtesy of M. Mürtz
(2006).
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the cell filled with the breath sample t, the absorption

coefficient and, therefore, the absolute concentration,

could be determined directly (see Section 6.5 for the

procedure).

In order to establish a reliable measurement proce-

dure, healthy, non-smoking volunteers participated

in test experiments to monitor ethane exhalation

under controlled conditions. For this demonstration

purpose, volunteers inhaled synthetic air, mixed

with 1 ppm of C2H6, for the duration of 5 min;

this procedure enriched the volunteer’s organism

with C2H6, before the recording of sequential exha-

lations commenced.

During the measurement period the volunteers

inhaled and exhaled through a mouthpiece, four

times per minute at a constant flow rate (achieved by

means of a bio-feedback loop). Portions of the exhaled

breath were directed into the absorption cell, and into

a commercial capnograph with combined spirometer.

The latter instrumentation was used to monitor the gas

flow and the concentrations of CO2 and O2. Repre-

sentative results of an exhalation sequence are shown

in Figure 30.7.

The temporal correlation between the concen-

trations of O2, CO2 and C2H6 is quite evident.

During the exhalation period, the concentrations

of CO2 and C2H6 increase, while that of O2

decreases. Furthermore, the concentration of

C2H6 drops steadily with each consecutive exhala-

tion. This had been expected, since no further

C2H6 was administered after the initial saturation

of the test person, and thus the concentration

of C2H6 quickly returns from excess to normal.

The data shown in Figure 30.7 demonstrate that

the temporal profiles of individual exhalations

can be evaluated (so-called expirograms can be

generated), and that the sensitivity is sufficient

to measure rather small variations in the C2H6

concentration.

In the meantime, a number of studies have been

carried out demonstrating that realistic everyday

situations in which C2H6 is exhaled can be mon-

itored. One such example is the study reported by

Wyse et al (2005), in which the C2H6 in exhaled

breath was used to characterize the various stages

of sporting exercises, and the subsequent recovery

periods. In the experiments described by the

group, a portable absorption measurement system

based on a diode laser source and a multipass

absorption cell were used. However, the measure-

ments were not aimed at recording data for indi-

vidual breathing cycles, but rather at determining

the average C2H6 production during a sportive

exercise. Therefore, breath samples were taken at

regular intervals: exhaled breath was collected in

Douglas bags over 1 min at various time points

during the exercise. Samples of ambient air were

collected at the same time as each breath sample

was taken for analysis, in order to determine back-

ground gas levels.

Figure 30.6 Schematic of the TDLAS breath measurement set-up. Part of the exhaled breath (1000 ml min�1) is directed
into the absorption cell via a cold-trap (to dehumidify and clean the gas sample). For referencing, the breath flow and the
O2 and CO2 concentrations are monitored with a capnograph. Reproduced from von Basum et al, J. Appl. Physiol., 2003,
95: 2583, with permission of the American Physiological Society

30.3 BREATH DIAGNOSTICS USING LASER SPECTROSCOPY 457



Exercise-induced oxidative stress (EIOS) refers

to a condition in which free-radical production

and antioxidants are imbalanced during exercise,

in favour of pro-oxidant free radicals. Humans

(and animals) have developed elaborate enzymatic

and non-enzymatic antioxidant systems, which in

synergy prevent free-radical-mediated cellular oxi-

dation. The experiments described here were aimed

at establishing an easy-to-implement measurement

procedure to assess EIOS in athletes.

For the experiments, test persons underwent the

following exercise. The subjects ran on a treadmill

at zero-grade and a predetermined speed, which eli-

cited a heart beat rate in the range of 140–160 min�1

for 2 min. Then, for the remainder of the exercise, the

grade of the treadmill was increased by 2 per cent

every 2 min. The exercise was followed by a recovery

phase of 6 min duration; during this period, the tread-

mill grade was returned to zero and to a walking pace.

In order to assess pre-exercise and post-recovery con-

centrations of C2H6, exhaled breath samples were

taken 20 and 10 min prior to the onset of the exercise,

and 20 and 30 min after volitional exhaustion. Typical

results associated with this procedure are shown in

Figure 30.8.

Clearly, maximal exercise is associated with a

significant increase in exhaled C2H6 in the athlete’s

breath. Note that the C2H6 production by the athlete

is displayed in the figure, rather than the actual

concentration in the absorption volume. Of course,

the production rate is related to the measured

concentration:

C2H6 ðpmol l�1Þ ¼ C2H6 ðppbÞ � 10�9

22:14

C2H6 production ðpmol kg�1Þ

¼ C2H6 ðpmol l�1ÞfBVT

BW ðkgÞ

where fB (breaths per minute) is the respiratory fre-

quency, VT (l) is the tidal volume, and BW (kg) is the

body weight.

Nitric oxide as a marker for asthma
inflammation

Until the 1980s, NO was regarded primarily as an air

pollutant. Now it is recognized that NO is one of the

central mediators in biological systems. Therefore, it

Figure 30.7 Representative example of an online recording of C2H6, CO2, and O2 from the periodic exhalations of
subjects who performed predefined breathing manoeuvres. Each single expiration was analysed individually; the
integrated flow gives the expired volume for the analysis of the expirograms. Reproduced from von Basum et al, J. Appl.
Physiol., 2003, 95: 2583, with permission of the American Physiological Society
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comes as no surprise that NO is one of the most

extensively studied exhaled marker molecules.

Abnormalities in the exhaled NO (eNO) have been

documented in studies of several lung diseases,

including asthma. Monitoring of eNO provided infor-

mation on the presence of airway inflammation asso-

ciated with asthma (NO concentrations in exhaled air

are significantly increased), and it also helped in

assessing the effectiveness of anti-inflammatory

gluco-corticoid medications aimed at inhibiting NO

producing synthase activity.

Various technologies have been proposed for

next-generation medical devices that would be

capable of making routine eNO measurements of

patients in a clinical setting, including chemilumi-

nescence measurements, FTIR spectroscopy, gas

chromatography, and TDLAS (and CRDS), to

name the most important ones.

Here, we briefly discuss some promising measure-

ments carried out using a TDLAS system equipped

with a TE-cooled IV–VI diode laser, operating near

5.2 mm, and a multipass White cell (Roller et al.,

2002). The breath-collection apparatus used in these

experiments was fabricated to collect and sample

breath in close accordance to the recommendations

suggested by the American Thoracic Society. The

measurements for eNO in breath were performed at

a pressure of<20 mbar to reduce line broadening and

interference among NO, CO2, and H2O, all of which

exhibit absorption near 5.2 mm. Example data of how

this technology may be clinically useful are shown in

Figure 30.9.

The lower trace shows eNO concentrations mea-

sured in the breath of a healthy volunteer, indicat-

ing that eNO normally is below the 20 ppb mark in

the absence of disease. The upper trace shows eNO

concentrations for a person who had been diag-

nosed as likely suffering from asthma. The patient’s

eNO was found to be elevated at >40 ppb, indicat-

ing that inflammation of the airways was present.

Subsequent to the first, diagnosing measurement,

the patent inhaled gluco-corticoids over a period of

a few days; the concentration of eNO in the

Figure 30.9 Daily measurements of eNO. The eNO con-
centrations from the non-asthmatic volunteer are in the
normal range of 10–15 ppb over the 10-day measurement
period. The eNO concentrations for the asthmatic volun-
teer starts to decline between day 2 and day 3 after
inhaled gluco-corticoid therapy commenced. A reduction
in eNO confirms the anti-inflammatory action of the
gluco-corticoid medication. From Roller et al, Appl. Opt.,
2002, 4: 6018, with permission of the Optical Society of
America

Figure 30.8 Kinetics of C2H6production inbreath, during
maximal exercise in human subjects, illustrating significant
increases coincident with the onset of exercise that
were rapidly attenuated following volitional exhaustion.
The pre-exercise samples were taken �20–30 min before
the exercise. Samples were taken every 2 min during the
exercise and recovery stage I periods, and samples were
taken at 20 and 30 min following the exercise, in the
recovery stage II period. Reproduced from Wyse et al,
Comp. Biochem. Physiol. A, 2005, 14: 239, with permis-
sion of Elsevier
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patient’s breath falls significantly over the 10-day

monitoring period, reaching the normal range of

<20 ppb after about 9 days.

Unlike other tests, the eNO test is fast, easy to

perform, economical and presents essentially no risk

to the patient. Also, it provides an assessment of

underlying airway inflammation, which is a chronic

condition in asthma patients. Therefore, the specific

TDLAS set-up used by Roller and co-workers, with its

ability to determine eNO concentrations in real time

with parts per billion sensitivities, may prove to

become a capable and user-friendly tool for next-

generation eNO analysis to diagnose and monitor

asthma in clinical settings.

Future prospects of breath diagnostics
using laser techniques

The use of breath analysis for clinical diagnostics is

still in its infancy, simply because there is little or

no knowledge about the origin and role of the

majority of the exhaled metabolites. The concen-

trations of exhaled species are often so low that the

known technical problems associated with common

ultra-trace analysis make diagnosis within a reason-

able time span next to impossible to date. Laser

spectroscopic analysis techniques now offer excit-

ing new opportunities; they are currently the only

ones that allow for on-line, real-time measurements

of exhaled trace gases in breath, with parts per

billion sensitivity.

There are numerous potential biomedical applica-

tions foron-linebreathanalysis instruments. Forexam-

ple, as shown in one of the projects described above,

laser spectroscopic on-line monitoring of C2H6 in

exhaled breath could serve as a non-invasive means

of acquiring information on oxidative stress status.

However, it should be emphasized that any clinical

reliance on exhaled biomarkers will depend strongly

on the availability of rugged, fast and inexpensive

detection systems. But it is foreseeable that the

rapid advances in optical technologies will most

likely result in smaller devices in the near future,

which are also cheaper and easier to use than

the current pre-commercial measurement set-ups.

Specifically, innovations in IR lasers and spectro-

scopic instrumentation may soon enable laser-

based analytical instruments to be deployed in

doctors’ surgeries and in clinics.

30.4 From photons to plant defence
mechanisms

The advent of laser technology has revolutionized

all branches of science, including biology. In this

section we will describe a few typical examples of

the application of lasers in this field, and to be more

specific, in plant defence, which has become one of

the most exciting branches of plant science. The

study of plant defence mechanisms can be under-

taken by using two closely related approaches,

namely the genetic and the physico-chemical

approaches. The former is based on advances in

plant molecular biology and tries to identify genes

concerned with plant disease resistance. The latter

tries to obtain a deeper knowledge of plant physiol-

ogy by the application of modern technologies

currently used in physics and chemistry, e.g. laser

technologies. These approaches aim to develop new

methodologies for improving not only the plant

quality, but also produce post-harvest natural resis-

tance. In this section, we will see how these goals

can be reached by the application of lasers in the

study of biological samples.

The natural products of a plant’s secondary meta-

bolism have been used in herbal medicine since the

beginning of human history. Because the basic func-

tion of these chemicals is to protect the plant from

attack, it is a logical strategy to investigate and

improve the natural resistance of plants and fruit.

This, therefore, requires the identification of those

components involved in their natural defence

response. Thus, modern laser-based techniques, of

the type described in this section, are very useful not

only as early and sensitive indicators for spoilage, but

also to enhance natural resistance of crops.

One of the most studied plant defence molecules

is ethylene (e.g. Morgan and Drew, 1997), a plant

hormone that plays an important role in the regulation

of many induced processes, such as pathogen infec-

tion response, stress resistance, fruit ripening, etc.

Although the emission of ethylene exhibits a huge

variation among different species, it is well known,
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for example, that the chances of survival of a

stressed plant depend strongly on its ability to

initiate ethylene-related responses.

A second group of secondary metabolites are the

so-called phytoalexins, anti-pathogenic compounds

produced by plants after infection or elicitor treat-

ment by abiotic agents (e.g. Hammerschmidt,

1999). In general, they are non-volatile compounds

with low molecular weight (below 1000 amu).

Examples of compounds that demonstrate phytoa-

lexinic character are flavonoid and isoflavonoid

derivatives, stilbenes, etc. It is well accepted that

the induction of phytoalexins is not just a response

to infection, but they also form the basis for the

main strategies for the defence mechanism of plants

against their pathogens. Clearly, the induction of

such defence molecules requires the presence of

some receptor for these elicitors in the plant,

which are responsible for the initial signal (in

many cases activated oxygen species) for the pro-

duction of a specific defence molecule.

Here, wewill consider several applications of laser-

analytical methods in the detection and monitoring of

plant defence molecules. First, we will outline a laser

technique used to study volatile compounds such as

ethylene. Then, we will focus on new developments

of laser-analytical methods for the detection of

non-volatile compounds, such as the phytoalexin

resveratrol. And finally, as a clear illustration of the

applications derived by the use of these laser-based

technologies, we will present some methodologies to

improve the natural plant resistance by using their

own plant defence molecules.

30.5 Application to volatile
compounds: on-line detection
of plant stress

Many components of the natural defence response

in plants are VOCs, which are emitted as a response

to pathogen attack. Their detection raises several

difficulties due to their great variety, low concen-

tration (generally in the parts per billion (10�9) or

parts per trillion (10�12) range) and the rapidity of

the emission processes, which can occur in a matter

of a few minutes.

One of the most sensitive methods to detect volatile

compounds released by the plants is that of laser

photoacoustic spectroscopy (LPAS), which permits

the identification of many molecules signalling plant

defence mechanisms (e.g. see Harren and Reuss

(1997)). The technique is based on the photoacoustic

effect, i.e. the generation of acoustic waves as a con-

sequence of light absorption; the general principles of

photoacoustic spectroscopy were briefly outlined in

Section 5.3.

The absorption of photons of a suitable wave-

length and energy by the gas molecules excites

them to a higher ro-vibrational state. The absorbed

energy is subsequently transferred by intermolecu-

lar collisions to translational energy, and thereby to

heat. When a gas sample is collected in a closed

cell, the heating of the gas molecules will increase

the cell pressure. Hence, by modulating the light

intensity (e.g. turning the light source on and off),

pressure variations are produced that generate a

sound wave, which can be detected with a sensitive

microphone. A schematic view of a typical LPAS

experimental system for the detection of volatile

molecules is shown in Figure 30.10.

The photoacoustic signal depends on (i) the

number of absorbing molecules present in the gas,

(ii) the absorption strength of the molecules at a

specific light frequency, and (iii) the intensity of

the light. Then, for trace gas detection, the light

source must satisfy at least two conditions. First, it

should have a narrow bandwidth and be tuneable in

order to match the specific molecular absorption

feature; second, it should have a high intensity to

ensure a good signal-to-noise ratio. Since the absorp-

tion processes of interest involve ro-vibrational tran-

sitions, it is normally necessary to work in the IR

region. In this spectral range each molecule has its

own fingerprint absorption spectrum, whose strength

can vary rapidly over a short wavelength interval.

Specifically, the preferred range for spectroscopic

applications lies in the range 3–20 mm. Typically,

the LPAS method employs an IR laser, as these can

provide both high intensity and narrow band tune-

ability. Specifically, CO2 and CO lasers serve as the

most frequently used light sources for photoacoustic

detection of gases because they provide relatively

high CW powers, typically up to 100 W and 20 W

respectively, over this wavelength region.
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The main disadvantage of CO2 and CO laser

sources is their limited tuneability. These lasers are

only line tuneable, which may cause interference

problems, with a rather large spacing between the

laser lines, and they normally emit over a relatively

short range of wavelengths. Despite these drawbacks,

CO and CO2 lasers are still the most common IR laser

light sources used in photoacoustic spectrometers. To

highlight the versatility and main features of this

equipment, Table 30.2 lists the limits of detection

for several compounds that were successfully mon-

itored using the LPAS equipment at the Department of

Molecular and Laser Physics of the University of

Nijmegen.

Looking at these values one can appreciate the

versatility of applications of LPAS not only in plant

science, but also in other fields, e.g. in environmental

chemistry (e.g. see Sigrist et al. (2001)).

LPAS has been shown to be a reliable method for

the detection of ethylene in several plant physiologi-

cal processes at parts per trillion concentration levels.

Figure 30.11 displays the evolution of ethylene emis-

sion from a cherry tomato under different conditions

(see deVries et al. (1995)). The experiment starts

under anaerobic conditions; the normoxic condi-

tions are restored at t ¼ 5:6 h, yielding a sudden

and huge increment of the ethylene emission for

about 45 min.

The ability of the technique to follow the process in

real time (data are registered every 2 min), together

with its high sensitivity (variations of few picolitres

per minute can be detected), are remarkable.

Table 30.2 Limits of detection (LoD) in photoacoustic spectroscopy. FromHarren (2006)

Compound LoD (ppbv) Compound LoD (ppbv)

CO-laser photoacoustic spectroscopy

Carbon disulfide, CS2 0.01 Methane, CH4 1

Acetaldehyde, CH3CHO 0.1 Dimethylsulphide, S(CH3)2 1

Water (vapour), H2O 0.1 Ammonia, NH3 1

Nitrogen dioxide, NO2 0.1 Trimethylamine, N(CH3)3 1

Sulphur dioxide, SO2 0.1 Ethanol, CH3CH2OH 3

Nitrous oxide, N2O 1 Pentane, CH3(CH2)3CH3 3

Nitric oxide, NO 1 Methanethiol, CH3SH 10

Acetylene, C2H2 1 Hydrogen sulphide, H2S 1000

Ethane, C2H6 1 Carbon dioxide, CO2 1000

Ethylene, C2H4 1

CO2-laser photoacoustic spectroscopy

Ammonia, NH3 0.005 Ethylene, C2H4 0.01

Ozone, O3 0.02 Hydrogen sulphide, H2S 0.04

Figure 30.10 Schematic view of the LPAS set-up for the detection of volatile molecule emission from plants. Courtesy
of F.J.M. Harren (2006)
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30.6 Laser applications to the study
of non-volatile compounds
in fruits

One of the major analytical problems with fruit and

vegetable samples is the detection and identification

of non-volatile organic compounds present in low

concentration levels, as happens for most of the phy-

toalexins produced by plants. Mass spectrometry

is widely used in the analysis of such compounds,

providing exact mass identification. However, the

difficulty with their unequivocal identification and

quantitative detection lies in their volatilization into

the gas phase prior to injection into the analyser. This

constitutes particular problems for thermally labile

samples, as they rapidly decompose upon heating.

To circumvent this difficulty a wide range of tech-

niques have been applied for non-volatile com-

pound analysis, including FAB (Fast Atom

Bombardment), FD (Field Desorption), LD (Laser

Desorption), PD (Plasma Desorption) and SIMS

(Secondary Ion Mass Spectrometry). Further details

of laser desorption can be found in Section 28.7.

More recently, LD methods have been developed in

which the volatilization and ionization steps are sepa-

rated, providing higher sample sensitivity. While all

the techniques mentioned above have the LD step in

common, they differ in their ionization method. A few

examples are (a) LD plus electron beam ionization;

(b) chemical ionization under vacuum conditions;

(c) chemical ionization under atmospheric condi-

tions; and (d) laser multiphoton ionization (or VUV

laser ionization; see Section 28.7) coupled with

TOFMS. In particular, REMPI-TOFMS is considered

to be one of the most powerful methods for trace

component analysis in complex matrices.

Thehigh selectivity of REMPI-TOFMSstems from

the combination of the mass-selective detection with

the resonant ionization process, i.e. the ionization is

achieved by absorption of two or more laser photons

through a resonant, intermediate state. This condition

provides a second selectivity to the technique, namely

laser wavelength-selective ionization. In addition,

other clear advantages of REMPI-TOFMS are its

great sensitivity and resolution, major ionization effi-

ciency, easy control of the molecular fragmentation

by the laser intensity and the possibility of simulta-

neous analysis of different components present in a

matrix.

As an example, we shall study here the application

of a laser technique specially designed to perform fast

and direct analysis of non-volatile compounds in fruit

and vegetables, particularly trans-resveratrol (3,5,40-
trihydroxystilbene) in grapes and vine leaves. The

method is based on the combination of LD followed

by REMPI and TOFMS detection, often identified by

its sum of acronyms, i.e. LD-REMPI-TOFMS (e.g.

Orea et al, 2001, and Orea and González Ureña, 2002)

trans-Resveratrol is an antioxidant compound

naturally produced in a huge number of plants, includ-

ing grapes, as phytoalexin; its structural formula is

shown in Figure 30.12.

In Vitis spp., trans-resveratrol is accumulated in

vine leaves and grape skin in response to various

fungal organisms, UV radiation or chemicals.

Figure 30.12 Structural formula of trans-resveratrol

Figure 30.11 Ethylene emission from a cherry tomato
under different anaerobic conditions as measured by the
LPAS technique. The rapidity of the plant response and
the ability of the technique to follow it can be noticed.
Adapted from Harren and Reuss, in Encyclopedia of
Applied Physics, vol. 19, 1997, with permission of John
Wiley & Sons Ltd
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Therefore, it is not surprising that this compound

has been found in wines in varying concentrations,

depending on viticultural and ecological practices.

Analytical interest in trans-resveratrol was first

aroused due to its natural pesticide properties:

quantitatively, the major component in phytoalexin

response from a grapevine is production of trans-

resveratrol, which has been shown to be fungi-

toxic, at physiological concentrations, against

Botrytis cinerea, the causal agent for grey mould

and one of the main pathogens in grapes.

Analysis of trans-resveratrol is generally carried

out by high-performance liquid chromatography. Its

analysis in grapes and wines requires the use of pre-

concentration prior to analysis and/or multi-solvent

extraction techniques, due to the complexity of the

matrices and to the low concentration of the analyte.

Theextraction methods generally employedare liquid

extractionwith organicsolventsor solid-phase extrac-

tion. It is generally accepted that the sample prepara-

tion is the limiting step in trans-resveratrol analysis,

not only because of the need for costly and time-

consuming operations, but also because of the error

sources introduced during this operation. These error

sources can largely be overcome when applying the

method of LD-REMPI-TOFMS, as confirmed by the

results below.

The experimental set-up used in this analysis

method is shown schematically in Figure 30.13.

Essentially, it consists of two independent high

vacuum chambers; the first chamber is used for both

laser desorption and laser post-ionization of the sam-

Figure 30.13 Schematic view of the set-up for the LD-REMPI-TOFMS experiments. MCP: Multi channel plate
detector. The inset (top of the figure) shows the internal parts of the system and the interaction with the two laser
beams.
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ple, followed by ions acceleration towards the second

chamber, basically comprising a time-of-flight unit

with a double-MCP detector. Laser pulses from an

Nd:YAG laser, operating at 1064 nm with a pulse

duration of a few nanoseconds, are used for sample

desorption. A frequency-doubled dye laser is then

used to ionize the desorbed neutrals selectively by

REMPI. With the latter laser source, wavelength scan-

ning over the range 230–365 nm can be achieved. In

addition to the selective ionization due to REMPI,

further selectivity is provided by the use of mass

spectrometry, i.e. providing mass identification mak-

ing the technique more sensitive and universal.

The separation of the desorption and ionization

processes is an important advantage in this arrange-

ment, because it allows the independent study and

optimization of both processes. Consequently, some

of the limitations, e.g. the low mass resolution nor-

mally encountered in conventional MALDI (see Sec-

tion 28.7), can be eliminated. In the specific case of

trans-resveratrol analysis this optimization is also

based on the fact that trans-resveratrol is ionized

through a one-colour two-photon process; resonant

ionization is in the range 300–307.5 nm, with the

optimal wavelength for trans-resveratrol analysis in

complex samples being at 302.1 nm.

Essential features of the technique are: (i) the

absence of any separation method for sample pre-

paration, i.e. trans-resveratrol is fully extracted

from the samples (grape skin or vine leaves) just

by cold-pressing using a hydraulic press; (ii) high

resolution and sensitivity giving low detection

limits due to laser resonant ionization and mass

spectrometric detection. The technique allows

for fast, accurate and reliable analysis of trans-

resveratrol in agricultural samples, namely grapes

and vine leaves, reaching detection limits as low as

a few parts per billion. It is well known that trans-

resveratrol is mainly accumulated in the skin of the

grape; this selective accumulation facilitates the

analysis, as it acts as a natural method of precon-

centration of trans-resveratrol. Therefore, the grape

samples can be prepared by taking the skins off and

cold pressing them by means of a hydraulic press.

It can be shown that trans-resveratrol is extracted

quantitatively by this easy procedure.

Figure 30.14 shows the LD-REMPI-TOFMS spec-

tra obtained from a batch of 10 grapes. Their skins

were peeled off and pressed, giving 0.5 ml of essential

oil and 580 mg of skin residue; whereas the top

spectrum, which is obtained from the grape skin

essential oil, shows the characteristic signal of

trans-resveratrol, no such signal appears in the bottom

spectrum, which corresponds to the skin residue mea-

surement. Note that both spectra were taken under the

same experimental conditions.

The TOF spectrum obtained from a sample of vine

leaves, using the same sample preparation method,

under the same experimental conditions, is displayed

in Figure 30.15. For this sample, a value of 9 mg of

trans-resveratrol per gram, or 9 ppm, in the leaf was

obtained. This value may seem low compared with

other values published in the literature; however, it is

not when one considers the natural evolution of trans-

resveratrol content in the vine plant. trans-Resveratrol

is produced at the beginning of spring to protect the

plant against infections, and declines with the seasonal

evolution of the plant. Thus, its production is optimum

in young leaves; then, during June and July, the trans-

Figure 30.14 Top: TOF mass spectrum from a sample
of essential oil obtained by cold pressing the skins of
10 grapes (0.5 ml). Bottom: TOF mass spectrum, at the
same experimental conditions, for the residue obtained
from this sample after pressing (580 mg). Relevant mass
peaks are labelled
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resveratrol content declines in grapes, with maturity,

and isnearzero in the mature fruit.The results shown in

the figure correspond to samples taken in December,

after the harvesting of the grapes, so it is not surprising

to find a low concentration of trans-resveratrol in the

vine leaves.

Post-harvest elicitation of resveratrol
in grapes by external agents

The analytical laser technique just described can be

applied for screening post-harvest elicitation of

resveratrol in grapes, by applying external agents. In

this subsection we describe the post-harvest elicita-

tion of trans-resveratrol in grapes subsequent to

B. cinerea infection. Three sample batches were

monitored for their trans-resveratrol content: non-

infected, mock-infected and Botrytis-infected speci-

mens. The evolution of the trans-resveratrol content

in each sample case is displayed in Figure 30.16.

Whereas the non-infected grapes show a constant

trans-resveratrol content during the experiment, a

sudden decrease is observed in the mock-infected

grapes on the first day after the buffer inoculation,

with a gradual continuing decrease over the following

days. A significant increase in the trans-resveratrol

content is observed for theBotrytis-infected group (in

comparison with the mock-infected group) on the

Figure 30.16 The clear elicitation of trans-resveratrol by
the B. cinerea can be noticed. Adapted from Montero et al,
Plant Physiology, 2003, 131: 129, with permission of the
American Society of Plant Biologists

Figure 30.15 TOF mass spectrum from a sample of grape
leaf obtained in the usual experimental conditions (Ed ¼
40 mJ/pulse at 1064 nm; Ei ¼ 800 mJ/pulse at 302.1 nm).

Relevant mass peaks are labelled

Figure 30.17 Top: ethylene emission from non-infected
grapes (*) compared with the trans-resveratrol-treated
grapes (.), for a concentration of 1.6� 10�4 M trans-
resveratrol in water. Bottom: mock-infected (~) compared
with mock-infected but previously treated with trans-
resveratrol (~). Adapted from Montero et al, Plant Physiol-
ogy, 2003, 131: 129, with permission of the American
Society of Plant Biologists
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second day after the infection; thereafter, the trans-

resveratrol content exhibits a rapid decrease, and its

signal has disappeared altogether by the fifth day after

infection. This decrease is probably due to the degra-

dation of the compound by a specific stilbene oxidase,

produced by B. cinerea; this extracellular enzyme

produced by the fungus is capable of oxidizing

trans-resveratrol, leading to the degradation of the

compound by the synthesis of its trans-dehydrodimer

(see Adrian et al. (1998)).

Another compound that can be produced in the

interaction of fruit withB. cinerea is ethylene. During

the ripening phase of climacteric fruit (e.g. apples,

tomatoes, etc.), both CO2 and ethylene are emitted at

elevated levels; this is in contrast to non-climacteric

fruit (e.g. citrus fruit). Therefore, ethylene production

during pathogenesis in harvested fruit is essential to

determine the fruit quality. Grapes are classified as

non-climateric fruit, but they can also produce ethy-

lene, although at very low production rates that are

almost undetectable with standard procedures. Con-

sequently, ethylene released by non-infected and

Botrytis-infected grapes, with and without exogenous

trans-resveratrol application, can be monitored

on-line by using LPAS.

This evolution of ethylene emission is presented in

Figure 30.17, in the top panel for non-infected and in

the bottom panel for mock-infected grapes; the sig-

nals are compared with those from grapes treated with

trans-resveratrol. The ethylene release from the non-

infected grapes exhibits an increase during the first

48 h, followed by a slow decrease in emission rate.

For the mock-infected grapes, ethylene production

increases within the first 24 h up to 13.65

� 0.5 pl h�1 per gram fresh weight, and then remains

constant for the remainder of the measurement period.

In comparison, exogenous application of trans-

resveratrol caused a decrease of ethylene emission

by a factor of at least three, for both non-infected

and mock-infected fruit. Its inhibiting effect on ethy-

lene production becomes evident after 10–12 h after

application (see Figure 30.17 (top)).

trans-Resveratrol also has a significant effect on the

ethylene released by theBotrytis-infected grapes (see

Figure 30.18). There are two aspects to be considered

in this study. First, the trans-resveratrol treatment

resulted in a delay of increasing ethylene emission

of about 2 days. After 48 h from inoculation, ethylene

released by the untreated grapes started to increase

from 10.5 to 80 pl h�1 per gram fresh weight in

the measurement period of 8 days, whereas from the

trans-resveratrol-treated fruit a nearly constant pro-

duction of about 8 pl h�1 per gram fresh weight was

monitored during the first 96 h. Second, the enhanced

release of ethylene from the treated grapes is halved;

in addition, a slower rate than that corresponding to

the untreated ones is observed.

These data show that trans-resveratrol acts indir-

ectly on the ethylene production by playing an active

antifungal role in the Botrytis–grape interaction. A

clear inverse relationship is observed between ethy-

lene production by grapes and trans-resveratrol con-

tent measured by LD-REMPI-TOFMS. The trans-

resveratrol content from the non-infected fruit (see

Figure 30.16) was higher than that corresponding

to the mock-infected grapes, which very rapidly

decreased to zero during the first day. In compar-

ison, ethylene released by mock-infected grapes

increased during the first day up to a certain

level and showed higher values (Figure 30.17).

For the Botrytis-infected fruit, ethylene emission

increased after 48 h (Figure 30.18), with the

Figure 30.18 Ethylene production by grapes infected
with B. cinerea (5 ml of the suspension at 103 conidia per
millilitre per grape). At 0 h the grapes were inoculated
and immediately placed into cuvettes under continuous
airflow of 2 l h�1. The insets show the ethylene emission
from untreated fruit (&) compared with trans-resveratrol-
treated fruit (&) for the first 4 days. Adapted from Mon-
tero et al, Plant Physiology, 2003, 131: 129, with permis-
sion of the American Society of Plant Biologists
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analogous content of trans-resveratrol starting to

decrease irreversibly (Figure 30.16).

Improving the natural resistance of fruit

As is well known, large quantities of fruit have to be

stored for extended periods of time before they are

sold to consumers, causing considerable losses due to

attack by pathogens and natural senescence. Well-

established solutions to improve this situation, based

on the use of synthetic pesticides, are not free of

problems due to human health risks and environmen-

tal effects caused by chemical pesticides. New strate-

gies to solve these problems involve the development

of methods to improve the natural plant resistance.

This approach, to control spoilage, is based on trying

to stimulate the fruit’s own natural defence mechan-

isms of pest suppression.

As described in the previous subsection, the

rather unspecific antifungal character and the selec-

tive accumulation of trans-resveratrol in grape skin

make it a good candidate to serve as a ‘natural

pesticide’ against pathogen attack and, therefore,

to improve the natural resistance of grapes to fungal

infection.

To demonstrate this possibility, several bunches

of grapes were immersed for 5 s in a water solution

of resveratrol (1.6� 10�4
M). For the purpose of

cross-referencing, a similar number of bunches

were immersed in bi-distilled water for the same

time. After this short treatment, the bunches were

Figure 30.19 Top: bunch of grapes immersed 5 s in
water after 10 days of storage at room temperature.
Bottom: bunch of grapes immersed 5 s in a 1.6� 10�4

m solution of trans-resveratrol and storage under the
same conditions. Their different health status is evident.
Adapted from Montero et al, Plant Physiology, 2003, 131:
129, with permission of the American Society of Plant
Biologists

Figure 30.20 Top: apple samples immersed for 5 s in
bi-distilled water, after 75 days of storage at room tem-
perature. Bottom: apple samples immersed for 5 s in a
1.6� 10�4 M of resveratrol, and storage under the same
conditions. Adapted with permission from González
Ureña et al, J. Agri. Food Chem. 5: 82. Copyright 2003
American Chemical Society
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kept in open air at room temperature. The results

obtained with white grapes (Aledo variety) are

shown in Figure 30.19. The picture was taken

10 days after treatment, and significant differences

can be noticed in the two sets of bunches. Although the

resveratrol-treated bunches still maintained a physical

appearance with no sign of loss or deterioration, the

untreated ones had not only dried significantly, but

they were also clearly infected and deteriorated with

local development of fungi.

To demonstrate the capabilities of trans-resveratrol

as a natural pesticide, additional tests with trans-

resveratrol as a protective agent were carried out for

other fruits, and the results were similar to those for

grapes (except for the duration of the decay time). An

example is shown in Figure 30.20, in which untreated

apple samples are displayed at the top, and samples

treated with trans-resveratrol at the bottom. The

actual sample species were apples of the Golden

Delicious variety, and the pictures were taken after

75 days of storage. Clearly, the treated samples show

almost no deterioration and hardly any external signs

of decay, whereas the non-treated ones have rotted

away partially or completely.

It should be noted that, for the two examples shown

above, and tests on further fruits and vegetables, LD-

REMPI-TOFMS measurements for trans-resveratrol

were carried out at regular intervals; a clear link

between trans-resveratrol presence and longevity

was observed.
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González Ureña A, Bernstein RB, Phillips GR. 1975.

‘Molecular beam reaction of the van der Waals clusters

(CH3I)n with alkalis’. J. Chem. Phys. 62(5): 1818–1823.

Lee YT, McDonald JD, LeBreton PR, Herschbach DR.

1969. ‘Molecular beam reactive scattering apparatus

with electron bombardment detector’. Rev. Sci. Instrum.

40(11): 1402–1408.

Neumark DM, Wodtke AM, Robinson GN, Hayden CC,

Lee YT. 1985. ‘Molecular beam studies of the FþH2

reaction’. J. Chem. Phys. 82(7): 3045–3066.

Rulis AM, Bernstein RB. 1972. ‘Molecular beam study of

Kþ CH3I reaction – energy-dependence of detailed

differential reaction cross-section’. J. Chem. Phys.

57(12): 5497–5515.

Schatz GC. 2000. ‘Reaction dynamics – detecting reso-

nances’. Science 288(5471): 1599–1600.

Toennies JP. 1974. ‘Molecular beam scattering experiments

on elastic, inelastic, and reactive collisions’. In Physical

Chemistry, An Advanced Treatise, vol. VI A, Jost W

(ed.). Academic Press: New York, NY; 228–381.

Chapter 22

Alexander MH, Capecchi G, Werner HJ. 2002. ‘Theore-

tical study of the validity of the Born–Oppenheimer

approximation in the Clþ H2 ! HClþ H reaction’.

Science 296(5568): 715–718.

Crim FF. 1999. ‘Vibrational state control of bimolecular

reactions: discovering and directing the chemistry’.

Acc. Chem. Res. 32(10): 877–884.

Davies HF, Suits AG, Hou HT, Lee YT. 1990. ‘Reactions of

Ba atoms with NO2, O3 and Cl2: dynamic consequences

of the divalent nature of barium’. Ber. Bunsenges. Phys.

Chem. 94: 1193–1201.

Dispert HH, Geis MW, Brooks PR. 1979. ‘Molecular-beam

reaction of K with HCl – effect of rotational state of

HCl’. J. Chem. Phys. 70(11): 5317–5319.

Dixon RN. 1986. ‘The determination of the vector correla-

tion between photo-fragment rotational and transla-

tional from the analysis of Doppler-broadened

spectral line profiles’. J. Chem. Phys. 85(4): 1866–1879.
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González Ureña A, Bernstein RB, Phillips GR. 1975.

‘Molecular-beam reaction of van der Waals clusters

(CH3I)n with alkalis’. J. Chem. Phys. 62(5): 1818–1823.

Gough TE, Mengel M, Rowntree PA, Scoles G. 1985.

‘Infrared spectroscopy at the surface of clusters SF6 on

Ar’. J. Chem. Phys. 83(10): 4958–4961.

Hagena OF. 1981. ‘Nucleation and growth of clusters in

expanding nozzle flows’. Surf. Sci. 106(1–3): 101–116.

Hopkins JB, Laudridge-Smith PRR, Morse MD, Smalley

RE. 1983. ‘Supersonic metal cluster beans of refractory

metals: spectral investigation of ultracold MO2’.

J. Chem. Phys. 78(4): 1627–1637.

Ionov SI, Brucker GA, Jaqnes C, Valachovic L, Witting

C. 1993. ‘Sub-picosecond resolution studies of the

Hþ CO2 ! COþ HO reaction photo-initiated in

CO–IH complexes’. J. Chem. Phys. 99(9): 6553–6561.

Kenny JE, Johnson KE, Sharfin W, Levy DH. 1980. ‘The

photodissociation of van der Waals molecules: com-

plexes of iodine, neon and helium’. J. Chem. Phys.

72(2): 1109–1119.

Kroto HW, Heat JR, O’Brien SC, Curl RF, Smalley RE.

1985. ‘C60: buckminsterfullerene’. Nature 318(6042):

162–163.

Levy DH. 1989. ‘Photochemistry of van der Waals mole-

cules’. In Summer School on Reaction Dynamics and

Spectroscopy, Universidad de Murcia (Murcia, Spain),

Requena A (ed.).

Manolopoulos DE, Stark K, Werner HJ, Arnold DW,

Bradforth SE, Neumark DM. 1993. ‘The transition

state of the FþH2 reaction’. Science 262(5141):

1852–1855.

Mestdagh JM, Gaveau MA, Gee C, Sublemontier O,

Visticot JP. 1997. ‘Cluster isolated chemical reactions’.

Int. Rev. Phys. Chem. 16(2): 215–247.

Nahler NH, Baumfalk R, Buck U, Bihary Z, Gerber RB,

Friedrich B. 2003. ‘Photodissociation of oriented XHeI

molecules generated from HI–Xen clusters’. J. Chem.

Phys. 119(1) 224–231.

Polanyi JC, Wang JX. 1995. ‘Photo-induced charge-

transfer dissociation in van der Waals complexes 4.

Na � � � ðFCH3Þnðn ¼ 1� 4Þ’. J. Phys. Chem. 99(37): 13

691–13 700.

Scherer NF, Sipes C, Bernstein RB, Zewail AH. 1990. ‘Real-

time clocking of biomolecular reactions – application to

Hþ CO2’. J. Chem. Phys. 92(9): 5239–5259.
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Mürtz M. 2005. ‘Breath diagnostics using laser spectro-

scopy’. Opt. Photon. News 16(1): 30–35.
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Table A.1 Common abbreviations and acronyms. Frequently used clarifying extensions are provided in square brackets

Acronym Long-hand description Acronym Long-hand description

AAS Atomic absorption spectroscopy

ATOFMS Aerosol time-of-flight mass spectrometry

CARS Coherent anti-Stokes Raman scattering

CCD Charge-coupled device

CRDS Cavity ring-down spectroscopy

CW Continuous wave

DIAL Differential absorption lidar

(for lidar see below)

FWHM Full width at half maximum

HOMO Highest occupied molecular orbital

IR Infrared

KE Kinetic energy

LEI Laser-enhanced ionization

LIBS Laser-induced breakdown spectroscopy

lidar Light detection and ranging

LIF Laser-induced fluorescence

[spectroscopy]

LPAS Laser photoacoustic spectroscopy

LUMO Lowest unoccupied molecular orbital

MALDI Matrix-assisted laser-desorption

ionization

MATI Mass-analysed threshold ionization

MCP Microchannel plate

MS Mass spectrometry

NLO Non-linear optics

OG Opto-galvanic [effect, spectroscopy]

OODR Optical-optical double resonance

OPO Optical parametric oscillator

PDT Photodynamic therapy

PES Potential energy surface

TPES Threshold photoelectron spectroscopy

QCL Quantum-cascade laser

REMPI Resonance-enhanced multiphoton

ionization

RIMS Resonant ionization mass spectrometry

RRKM Rice–Ramsperger–Kassel–Marcus theory

SFG/DFG Sum-/difference-frequency generation

SHG/THG/FHG Second-/third-/fourth-harmonic

generation

STM Scanning tunnelling microscopy

TDLAS Tuneable diode laser spectroscopy

TEM Transverse electromagnetic [mode]

TOF Time-of-flight

UHV Ultrahigh vacuum

UV/VUV Ultraviolet/vacuum ultraviolet

ZEKE Zero-kinetic energy [spectroscopy]



Table A.2 Physical constants. Thedimensions aregiven in cgs andSIunits,with thevalues rounded to four significantdigits.
Symbols for units: C, coulomb; J, joule; K, kelvin

Quantity Symbol Value SI units Cgs units

Atomic mass unit amu (�m[12C]/12) 1.6606 10�27 kg 10�24 g

Avogadro constant NA 6.0221 1026 kmol�1 1023 mol�1

Bohr radius (a.u.) a0ð� e0h
2=�mee

2Þ 5.2918 10�11 m 10�9 cm

Boltzmann constant kð� R=NAÞ 1.3807 10�23 J K�1 10�16 erg K�1

Electron charge e 1.6022 10�19 C 10�20 emu

Electron mass me 9.1095 10�31 kg 10�28 g

Gas constant Rð� NAkÞ 8.3144 100 J mol�1 K�1 107 erg mol�1 K�1

Planck’s constant h 6.6261 10�34 J s 10�27 erg s

h� ð� h=2�Þ 1.0546 10�34 J s 10�27 erg s

Rydberg constant R1 1.0974 107 m�1 105 cm�1

Speed of light invacuum c 2.9979 108 m s�1 1010 cm s�1

Standard acceleration due g 9.8067 m s�2 102 cm s�2

to gravity

Table A.3 Useful conversions and other relationships. The dimensions are given in SI units, with the values rounded to four
significant digits. Someof the familiar units given in brackets are not part of the International SystemofUnits (SI)

Designation Quantity Conversion

Length 1 ångstrom (Å) ¼ 10�10 m [¼ 10�1 nm]

1 micrometre (mm) ¼ 10�6 m

Force 1 newton (N) ¼ 1 kg �m � s�2 [¼ 105 g �cm � s�2]

Pressure 1 pascal (Pa) ¼ 1 N �m�2¼ 10�5 bar

1013.25 hPa [¼ 1 atm¼ 760 Torr]

Energy 1 joule (J) ¼ 1 kg �m2 �s�2

4.184 J [¼ 1 cal]

Electronvolt 1 (eV) ¼ 96.485 kJ �mol�1

RT ¼ 2.4790 kJ �mol�1

hc ¼ 1.9865� 10�25 J �m

Table A.4 Energy conversion factors. Numerical values rounded to four significant digits; thenumbers in parentheses denote
powers of 10 bywhich the entry has to bemultiplied

J cal eV cm�1 Hz kJ mol�1 kcal mol�1

1 joule (J)¼ 1 2.390 (�1) 6.241 (18) 5.034 (22) 1.509 (33) 6.022 (20) 1.439 (20)

1 cal¼ 4.184 1 2.611 (19) 2.106 (23) 6.315 (33) 2.520 (21) 6.022 (20)

1 eV¼ 1.602 (�19) 3.829 (�20) 1 8.065 (3) 2.418 (14) 9.648 (1) 2.306 (1)

1 cm�1¼ 1.987 (�23) 4.748 (�24) 1.240 (�4) 1 2.998 (10) 1.196 (�2) 2.859 (�3)

1 Hz¼ 6.626 (�34) 1.584 (�34) 4.136 (�15) 3.336 (�11) 1 3.990 (�13) 9.537 (�14)

1 kJ �mol�1¼ 1.661 (�21) 3.969 (�22) 1.036 (�2) 8.359 (1) 2.506 (12) 1 2.390 (�1)

1 kcal �mol�1¼ 6.948 (�21) 1.661 (�21) 4.337 (�2) 3.498 (2) 1.049 (13) 4.184 1
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Index

Ab initio potential energy surface; see potential energy

surfaces

Ablation; see laser ablation (desorption)

Absorption cross section; see cross sections

Absorption spectroscopy; see spectroscopy

Acceptance angle; see spectrometers

Acetone, and derivatives

acetone, (CH3)2CO 89, 244, 261, 456

acetyl, CH3CO 244, 261

trifluoro acetone, CF3COCH3 261

trifluoro acetyl, CF3CO 261

peroxyacetyl nitrate (PAN), CH3CO-O2-NO2 413

protonated acetone, (CH3)2COH
þ 314–315

Acetyl benzene; see aromatic hydrocarbons

Acetylene (ethyne); see hydrocarbons

Acousto-optic modulator; see shutters

Action spectrum 332–333, 335

Activated complex 275

Adaptive

– closed-loop control 260

– learning algorithm 260–262

Adduct 285, 289, 327

Adiabatic process 297

Adsorbate 8, 12, 324, 357, 360–363, 365, 367–369, 372,

388, 392, 433, 444, 446–447

Adsorption 360, 388, 446

Aerosol 78, 119, 394, 407, 410–413, 420–422, 432–439

– chemistry 392

– time-of-flight mass spectrometry, ATOFMS; see spec-

troscopy

Ag(100), Ag(111); seemono crystals

Agriculture 393, 398

Airborne; see spectroscopy (TDLAS)

Alcohols

ethanol, C2H5OH 239, 262, 462

methanol, CH3OH 462

propanol, C3H7OH 314–315

Aligned molecules 226, 234, 246, 264, 303, 313, 374

Amide; see nitrogen

Ammonia; see nitrogen

Amphiphilic 451

Amplitude modulation 205, 260

Angularmomentum 107–108, 131, 136–137, 283–284, 302

– conservation 249

– of atoms 21

– of molecules 22, 234, 301–302

– of photon 122

– quantum number 17–18, 21–22

– states 136, 220, 241, 252

orbital angular momentum 17, 21–22, 101

spin angular momentum 297

total angular momentum 22, 134

Anharmonic motion; seemolecules

Anharmonicity; seemolecules

Anisotropy 291, 302, 304–306, 312, 322, 344–345

– parameter (b) 141, 225, 301
Anti-bonding; see bonds

Angle tuning 71

Anticancer drug 453

Antimitotic agent 453
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Anti-reflection coating; see thin-film coatings

Anti-stokes wave; see Raman effect

Apple; see fruits

Apoptosis (programmed cell death) 451

ArF laser; see lasers

Argon ion (Arþ) laser; see lasers

Aromatic hydrocarbons

acetyl benzene (acetophenone), C6H5COCH3 261

benzene, C6H6 124, 252–253, 271, 415, 453

benzyl radical, C6H5 247

chlorobenzene, C6H5Cl, ClPh 382–383

di-chlorobenzene, C6H4Cl2, Cl2Ph 382–383

glycerol, C3H5(OH)3 425, 431–432

p-methylphenol, CH3-C6H4OH 254

polynuclear aromatic hydrocarbons, PAHs 430

polystyrene, (C6H5-CHCH2)n 424, 426

s-tetrazine, C2N4H2 244

toluene, C6H5CH3 261

trifluoromethyl aniline, CF3-C6H4-NH2 253–254

Assymetric stretch; seemolecules (vibrational modes)

Asthma (inflammation) 426, 459–460

Atmosphere 13, 78, 127, 149, 233, 238, 296, 392–394, 398,

401–402, 406–407, 409–415, 419–421, 436–437

atmospheric chemistry 78, 114, 235, 237–238, 293,

412–422

atmospheric gas monitoring 394–409

ATOFMS; see spectroscopy

Atomic transition; see transitions

Attosecond probing 13, 263–264

Auto-ionization 129

Ba; see barium

Ba � � �FCH3; see van der Waals complexes

Ba � � �Cl2; see van der Waals complexes

BaCl; see barium

BaF; see barium

BaO; see barium

Backward scattering; see scattering

Band gap 64–65, 68, 194–195

Band-path filter; see filters

Barium

– atom, Ba 300, 308–309, 333–338

– beta-borate; see non-linear optical materials

– chloride, BaCl2 338

– chlorine, Ba � � �Cl2; see van der Waals complexes

– fluoromethane, Ba � � �FCH3; see van der Waals

complexes

– monochloride, BaCl 303, 338

– monofluoride, BaF 308–309, 333–338

– oxide, BaO 300

BBO; see non-linear optical materials

Beams (laser)

– divergence 73, 157

– diameter 96, 157

– splitter 73, 92, 170–171

– waist 43, 63, 73

Beams (particle)

atomic beam 30, 108

crossed-beam technique 4,6, 276, 279, 282, 285, 288,

291–293, 295, 299, 301, 307, 309–311, 346

effusive beam 279–280, 327

molecular beam 7–8, 30, 107, 115, 126, 132–133,

139–140, 224, 226, 266, 270–273, 279–294, 301,

304, 327–329, 339, 349, 366

seeded beam 133

supersonic beam 132, 280–281, 316, 324, 327

Beam expander 157

Beam waist; see beams (laser)

Beer-Lambert (extinction) law 35, 87–89, 331, 395,

411–412

Bending mode; seemolecules (vibrational modes)

Benzene; see aromatic hydrocarbons

Benzyl; see aromatic hydrocarbons

Bimolecular reactions; see reactions

Binary collision; see collisions

Binding; see bond

Biology 9–10, 392, 449, 460

biomedical applications 13, 455, 460

biopolymers 424

Birefringence 70–71, 174

BK7; see optical materials

Blaze angle; see gratings

Blebbing 454–455

Bond

– dissociation energy 30, 140, 223–224, 257, 340

– energy 242, 278

– stretching 247–251

antibonding 90, 223, 243, 276, 324, 358–359, 363, 373,

380

covalent 360, 444

ionic 360

non-bonding (orbital) 90, 223, 259

van der Waals 342–344

Boiler 392, 405–406, 433, 438, 441

Boltzmann distribution 35–36, 106–107, 220, 272–273,

279–280, 369

Boron-silicate glass; see optical materials

Botrytis 464-468

Bound-free-bound spectrum 251

Boxcar integrator 114,133,207, 212–213

Branching ratio 140, 238, 259–261, 296, 313, 352, 418

Breath

– analysis 455, 460

– diagnostics 455–460
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Brewster angle 40, 49, 53, 59, 62–63, 151–153, 173–174,

225

Broadening

collisional 25

Doppler (profile) 25, 52, 107, 115, 133, 136, 138, 224,

238, 301, 310–311, 319–320

homogeneous 25

inhomogeneous 25

natural 25

Bromomethane; see halomethanes

Buckminster fullerene; see carbon

C; see carbon

C2; see carbon

C60; see carbon

C2H; see hydrocarbons

C2H2; see hydrocarbons

C2H4; see hydrocarbons

C2H5OH; see alcohols

C2H6; see hydrocarbons

C2N4H2; see aromatic hydrocarbons

C3H5(OH)3; see hydrocarbons

C3H8; see hydrocarbons

C3H7OH; see alcohols

C6H6; see aromatic hydrocarbons

C6H5; see aromatic hydrocarbons

C6H5CH3; see aromatic hydrocarbons

(C6H5-CHCH2)n; see aromatic hydrocarbons

C6H5COCH3; see aromatic hydrocarbons

Cage effect 355

Caesium

– atom, Cs 292, 310

– hydride, CsH 310

– iodide, CsI 292

Ca � � �HCl; see van der Waals complexes

Calcium

– atom, Ca 5, 108, 111, 115, 134, 271, 304, 306

– carbonate, CaCO3; see non-linear optical

materials

– fluoride, CaF2; see optical materials

– hydrogenchloride, Ca � � �HCl; see van der Waals

complexes

– monochloride, CaCl 5, 111–112, 115,

304, 332

– monofluoride, CaF 306

– monohydride, CaH, CaD 5, 132, 134–135

– oxide, CaO 271

Calcite; see non-linear optical materials

Cancer 8, 349–356

Carbon

– atom, C 330

– cyanide (cyano), CN 116–117, 238–239

– dioxide, CO2 91, 93–94, 120, 122, 124, 244, 297,

345–346, 351–353, 366, 385–389, 397–398, 400, 402,

405, 415–416, 437–439, 442, 455–457, 467

– molecule, C2 383

– monoxide, CO 297, 366, 385–389, 397, 405

– sulphide, CS 462

Buckminster fullerene, C60 329

methylidine, CH 117

Car exhaust 84, 125, 366, 403–404, 415–416, 435–437

CARS; see spectroscopy

Cavity (or resonator)

concentric 41

confocal 41, 59, 73, 96, 191–192

Fabry-Perot 41, 65, 114, 190

Cavity modes

longitudinal mode 42, 45–46, 48–49, 52–53, 66, 191

multi-mode, MLM 66

single longitudinal mode, SLM 60–61, 192

transverse (TEMml) mode 42–43

TEM00 mode 42–43, 49, 51, 188

Cavity ring down spectroscopy, CRDS; see spectroscopy

CCD; see photon detectors

CCl4; see halomethanes

Cell (biological) 9–10, 449–451, 453–455

– membrane 451, 455–456

Cell (vapour)

absorption 91-92, 95-96, 238, 456–457

multipass 95-98

vapour 115

CFC; see halomethanes

CF3; see halomethanes

CF3CO; see acetone, and derivatives

CF3CO-CH3; see acetone, and derivatives

CH3CO-O2-NO2; see acetone, and derivatives

CH; see carbon

CHClF2; see halomethanes

CH2CHCl; see hydrocarbons

CH2ClBr; see halomethanes

CH2IBr; see halomethanes

CH2O; see hydrocarbons

CH3CH(OH)COOH; see hydrocarbons

CH3(CH2)7CH=CH(CH2)7COOH; see hydrocarbons

(CH3)2CO; see acetone, and derivatives

(CH3)2COH
þ; see acetone, and derivatives

CH3Br; see halomethanes

CH3CO; see acetone, and derivatives

CH3-C6H4OH; see aromatic hydrocarbons

CH3Cl; see halomethanes

CH3I; see halomethanes

CH3OH; see alcohols

CH4; see hydrocarbons

Charge-coupled device, CCD; see photon detectors
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Charge exchange collision; see collisions

Charge transfer collision; see collisions

Chemical lasers; see lasers

Chemi-ionization 299, 303–304

Chemiluminescence 112, 279, 303–304, 332, 338–339, 459

Chemisorption 360–364, 372, 383

dissociative 360, 364

Chemotherapy 450, 453

chlorobenzene; see aromatic hydrocarbons

chloro-bromo methane; see halomethanes

Clorofluoro carbons, CFC; see halomethanes

chloro-difluoro methane, Freon-22; see halomethanes

chloromethane; see halomethanes

Circular polarization; see polarization

Cl�; see negative ions

Cl2; see halogens

Clinical diagnostics 460

Closed path; see spectroscopy (TDLAS)

ClPh; see aromatic hydrocarbons

Cluster-isolated chemical reaction, CICR 328, 330

CN; see carbon

CO; see carbon

CO2; see carbon

CO2 laser; see lasers

Coherence 26–30, 261, 350

– function 27

– length 27–28, 72-73

– time 28–30

spatial 3, 27, 29

temporal 3, 10, 27, 30

Coherent

– control 2, 9, 12, 244, 259–264

– excitation 9, 30, 32, 245, 250

– state 30–31, 350, 353

– superposition 9, 29–33

Coherent anti-Stokes Raman scattering, CARS; see spec-

troscopy

CoherentStokesRamanscattering,CSRS; see spectroscopy

Colliding pulse mode locking; seeMode locking

Collimation 157, 187

Collision

binary 287

charge transfer 8, 54, 303–304, 324, 332-333, 372, 374–

380, 445

elastic 283

half- 220, 233, 301

inelastic 382

single 7, 105, 114, 116, 279, 282, 366

Collisional

– broadening; see broadening

– cross section; see cross sections

– deactivation 111

– de-phasing 230

– energy; see energy

– transfer 132, 134

Combustion 13, 93, 116, 120, 293, 315, 392, 398, 405, 412

– chamber 433–434

incineration 438–444

internal combustion engine 403, 433–438

Complex

intermediate 108, 298, 300, 338-339, 346, 433–434

long-lived 289–294, 306, 346

Concave lens; see lenses

Concentric cavity; see cavities

Confocal cavity; see cavities

Conical intersections 235, 242–243

Continuouswave, CW29, 40–41, 43–44, 56–63, 73–75, 98,

107, 114–115, 136, 198, 243, 427, 456

Continuum

– absorption 224, 234–235

– dissociation 226

– emission 55, 230–231, 245

– intermediate states; see energy levels or states

– ionization 81, 255, 338

pseudo- 255

quasi- 246–247

Contour map 138, 274–277, 292–293, 321–322, 363

Convex lens; see lenses

Copper iodide, CuI 107

Correlation

– diagram (rules) 297–298, 301–303

– function 27–28

vector correlation 6, 243, 301–302

Coupled cavity; see cavities

Covalent bond; see bonds

Covalent states; see energy levels or states

CPM; seemode locking

CpMn(CO)3 ; see cyclopentadionyl (Cp) manganate

CRDS; see spectroscopy

Crossed-beam technique; see beams (particle)

Cross section

absorption 38, 88–89, 93, 134, 412

collisional (quenching) 110–112, 279, 286–287, 435

depletion 331

differential 271–271, 286, 287–288, 309–314

dissociation 372, 375

photo transition 40

reaction 6, 111–112, 225, 269–273, 287–289, 299–300,

304–306, 371

scattering 112, 313, 410

state-to-state 272

state-to-state differential 272, 313, 316–317

total 6, 286, 287–288

transfer 435

490 INDEX



Crystals (nonlinear)

birefringent 71-72, 174–176

uni-axial 70–71

Cs; see caesium

CsH; see caesium

CsI; see caesium

CS; see carbon

CSRS; see spectroscopy

Cu(111); seemono crystals

CuI; see copper iodide

Curve-crossings 228

Curved mirror; seemirrors

Cut-off filter; see filters

Cyanide, cyano (carbon nitride); see carbon

Cyclopentadionyl (Cp) manganate, CpMn(CO)3
262-263

D, Dþ; see deuterium

D2; see deuterium

DAS; see differential absorption and scattering

De Broglie 29

Degeneracy 24, 37, 121, 134, 273

Degrees of freedom 233, 273, 296, 317–318

Density of states (DOS) 247, 249, 344, 359, 373

Deuterium

– atom, D 140, 316, 383

– fluoride, DF 306, 321–322

– iodide, DI 140

– ion, Dþ 140

– molecule, D2 126–127, 134, 207, 294, 314–319,

383–385

DFB; see (distributed feedback) laser

DIAL; see spectroscopy (Lidar)

Differential absorption and scattering, DAS 410

DI; see deuterium

Diatomic molecules; seemolecules

di-chlorobenzene; see aromatic hydrocarbons

Dichroic mirror; seemirrors

Dielectric coating; see thin-film coating

Dielectric mirror; seemirrors

Diesel engine 84, 428, 433–435

Difference frequency, see frequency

Diffraction

Fraunhofer 160, 162–164, 186

Fresnel 151–152, 159–160, 186

Diode laser; see lasers

Dipole

– matrix element 21, 113, 122–123, 228, 342

–moment7, 21, 90–91,121,138,226, 246,257,301–302,

312, 360, 374–375

– operator 21, 90

– transition 20–23, 87, 90, 104, 122, 225

– transition probability 3, 20–23, 37, 106, 108, 302

Dipole-allowed transition; see transitions

Direct reaction; see reaction

Dispersion 63, 103, 125, 145, 154, 167, 184, 187–188,

189–190

Dissociation 2,6, 30, 117, 134, 239–231, 245–250,

256–257, 261, 340, 343–345, 349–351

– energy; seemolecules

photofragmentation 3, 6–8, 12, 78, 138–140,

219–221, 223–226, 233–239, 241–244, 254, 259,

301–302, 311–313, 324, 329–333, 335, 338–340,

367–369, 371–375, 378–379, 380–383, 386–387,

419

Dissociative

– chemisorption 360, 363–364

– electron attachment 373–374, 378–380

Divergence 73, 157, 293

Doorway states 257

Doping

n-type 64, 196

p-type 64

solid-state materials 55, 60

Doppler broadening; see broadening

Doppler effect 310

Doppler-free spectroscopy; see spectroscopy

DOS; see Density of states

Dye laser; see lasers

Eddy current (correlation) 398–401

Edge filter; see filters

Eigen

– function 18

– state 18, 28, 32, 136, 246, 276, 296

– value 18, 276

Einstein A and B coefficients 21–25, 103

Effective lifetime; see lifetime

Effusive beam; see beams (particle)

Elastic collision; see collisions

Electric

– dipole 90, 270

– dipole transition 90, 225

– field 6, 21, 43, 49, 68, 121, 136–139, 152, 174,

198–201, 226, 241, 246, 252–257, 301, 313, 352, 360,

374–377

Electron

– beam 352, 463

– kinetic energy 54, 130, 135, 193

– jump 5, 299, 303, 337

– spin 81, 131, 297

– temperature; see temperature

– transfer 5, 299–300, 303–304, 333, 336, 380, 387,

450, 455
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Electronic

– energy levels of atoms 18–21, 64

– energy levels of molecules 18–21, 64, 273, 333

– excitation 6, 223, 247, 296–300, 303, 330, 354, 373,

387

– symmetry 227–228

Electro-optic modulator; see shutters

Electrostatic analyser 316

Elemental analysis 423–424, 429, 432

Eley-Rideal (ER) Mechanism 364, 366

Elliptically polarized light; see polarization

Empirical potential energy surface; see potential energy

surfaces

Endoergic reaction; see reactions

Energy

– gap law 342

– release 224, 236–238, 242, 291, 311, 478

– selectivity 295–296

– transfer 37, 51–52, 78, 82–83, 103–104, 275, 279, 283,

324, 336–337, 350, 372–373, 439, 446, 451–452

collision 6, 105, 224, 273, 283, 287, 290, 293, 299–300,

304–306, 310, 314, 321, 383

kinetic 107, 130, 135–136, 140, 193, 199–202, 223–225,

231, 233, 236–237, 239, 255, 283–284, 287, 317, 337,

339–340, 352, 367, 380

potential 19, 23, 105, 123, 224, 226–229, 278, 284–285,

297, 305-306, 362–363, 374, 379–380

Energy levels or states

– lifetime21, 23–25, 61–62, 109, 129, 136–137, 220, 235,

237–238, 241, 246, 343

– population (distribution) 36-37, 64, 78, 105–106

four-level (laser) scheme 36-39, 51, 56, 61

ionization 130, 137, 246, 254, 256–257, 264, 314

metastable 52, 59, 320, 424, 440

rotational 19, 23, 80, 102–103, 122–124, 129, 133–135,

246

rotational-vibrational 61, 89, 105, 107, 120–128,

130–131, 223, 246, 251–252, 309, 313–314, 461

vibrational19–20,23,32–33,55,80–81,88–90,102,113,

116, 121–123, 134, 234, 243, 247, 251–255, 317–318,

342

Environmental 9, 13, 93, 124, 393–432, 438, 442

Equilibrium (thermal) 35–37, 39, 79, 82–83, 106, 197, 249,

269–271

Etalon; see cavity

Ethane; see hydrocarbons

Ethanol; see alcohols

Ethylene; see hydrocarbons

Ethyne, acetylene; see hydrocarbons

Ethynyl; see hydrocarbons

Even parity; see parity

Excimer; seemolecules

Excimer laser; see lasers

Excitation function 287, 321

Excitation spectroscopy; see spectroscopy

Exhaust gases 84, 125, 403–404, 436–437

Exoergic reaction; see reactions

Extinction coefficient 89, 147, 410–411, 422

F; see halogens

F2; see halogens

FH�2 ; see negative ions
Fabry-Perot resonator; see cavity

Faraday rotator 47

Far-infrared; see infrared

Femto-chemistry 7, 12, 117, 266

– at surfaces 325, 387–389

Femtosecond pulses; see laser pulses

Femtosecond transition state spectroscopy, FTS; see

spectroscopy

Fermi level 359–363, 373, 379–380

Fibres; see optical fibres

Field ionization; see ionization

Filters

cut-off (edge) 125-126, 172–173, 182

interference 173, 181–182

neutral density 169–170

notch 125–126, 173, 181–182

pass (band-, high-, low-) 114, 167, 172–173, 181, 190,

200–201, 367

polarization 173-176

Flame 85, 114, 116–117, 407, 434–436, 438–442

Flue gases 405–406, 438, 442

Fluorescence

– decay 104, 355

– lifetime 56, 103, 106, 109–110, 226

– spectroscopy; see spectroscopy

Forbidden transition; see transitions

Formaldehyde; see hydrocarbons

Forward scattering; see scattering

Fourier transform infrared, FTIR; see spectroscopy

Four-centre elimination 244, 282

Four-level (laser) scheme; see energy levels or states

Fourth-harmonic frequency, see frequency

Four-wave mixing; see non-linear optical effects

Fractional coverage 365

Franck-Condon

– factors 5, 23, 55, 123, 129, 134, 224, 235, 245, 247, 250,

255–257, 308, 324, 335, 337, 372

– principle 8, 23, 231, 250, 253

Fraunhofer diffraction; see diffraction

Free-electron laser; see lasers

Freon-22; see halomethanes

Frequency
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– chirping 63

– doubling 57, 71–74, 116

– tripling 71

difference 72

fourth-harmonic 72

idler 74–75

second-harmonic 72

signal 74–75

sum 72

third-harmonic 72

Fresnel diffraction; see diffraction

Fruits

apple 467–469

grape 463–469

tomato 462–463

Full width at half maximum, FWHW 28, 110,

172–173, 388

Gain 43–48, 51, 65

– bandwidth 42, 57, 60

– coefficient 39

– curve 42,49, 52–53, 55

loop gain 40, 44–47

Gas leak (detection) 407-409

Gaussian

– beam 43

– line shape function 25, 43, 49, 84, 169, 187–188

– line profile; see Gaussian line shape function

Gerade; see parity

Gratings 63, 66-67, 164-167, 189

Litman configuration 59

Littrow configuration 59

grating order 166–167

holographic grating 164

ruled rating 164

Gated detection; see boxcar integrator

Gluco-corticoid 459

Glycerol; see hydrocarbons

Grape; see fruits

H, Hþ; see hydrogen

H-‘‘tagging’’ method; see Rydberg tagging

Haemato-porphyrin (and derivatives) 452

Half collision; see collisions

Half-wave plate 176

Halogens

chlorine atom, Cl

chlorine molecule, Cl2 54, 111, 124, 303–304, 315–316,

338–339

fluorine atom, F 1, 54

fluorine molecule, F2 1, 234

iodine atom, I 107, 140, 226, 291

iodinemolecule, I2 32,107, 230–231,245, 255,291, 340–

344, 349–350

iodine chloride, ICl 226, 474

Halomethanes

Bromo methane, methyl bromide, CH3Br 380–381

chloro methane, methyl chloride,CH3Cl 332

iodo methane, methyl iodide,CH3I 247, 249–250, 268,

270–271, 289–292, 307, 312, 327

chloro-bromo methane, CH2ClBr 262

fluoro methane, CH3F 327, 331–337

iodo-bromo methane, CH2IBr 262

chloro-difluoro methane, Freon-22, CHClF2 244

carbon tetrachloride, CCl4 378

trifluoro methyl, CF3 253–254

methyl, CH3 244, 268, 290–292, 307, 312, 333–336, 338,

380

Harmonic generation; see non-linear optical effects

Harpooning

– mechanism 298–199, 332

inner / outer 303–304

Hartley band 235–237

HBr; see hydrogen

HCl; see hydrogen

HD; see hydrogen

Helium-neon (HeNe) laser; see lasers

Helium chloride, He � � �Cl2
Hermite polynomials 43

Hetero-junction 65

Heteronuclear molecules; seemolecules

HF; see hydrogen

HI; see hydrogen

HgI, HgI2; seemercury

Hg � � �Cl2; see van der Waals complexes

H2; see hydrogen

H2O; seewater

H2S; see hydrogen

HI � � �CO2; see van der Waals complexes

HI � � � (Xe)n; see van der Waals clusters

Highest occupied molecular orbital, HOMO 264, 359–362,

379

High-path filter; see filters

HNO, HNO3; see nitrogen

HOD; seewater

Holographic grating; see gratings

Homogeneous broadening; see broadening

Homonuclear molecules; seemolecules

Hönl-London factor 5, 23

Huggins band 236–237

Hydrocarbons

acetylene (ethyne), C2H2 242–243, 462

ethane, C2H6 456–458, 462

ethylene, C2H4 415–418, 437, 441, 461–463
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Hydrocarbons (continued)

ethynyl, C2H 242

formaldehyde, CH2O 105–106, 117, 244

glycerol, C3H5(OH)3 425, 432–432

lactic acid, CH3CH(OH)COOH 261

methane, CH4 120, 313, 397–403, 408–409, 456, 462

methylene, CH2 440–441

oleic acid, CH3(CH2)7CH=CH(CH2)7COOH 431–432

propane, C3H8 440–441

vinyl chloride, CH2CHCl 244

Hydrogen

– atom, H 1, 4–6, 115, 225, 234, 247, 252, 257, 268,

273–274, 277, 293, 295–296, 298–299, 304–310,

314–322, 324, 346–347, 353, 364

– bromide, HBr 252, 268, 367

– chloride, HCl 4–6, 115, 123–124, 244, 257, 295,

298–299, 304–305, 314–316, 381–382, 397,

405–406, 442

– deuteride, HD 126–127, 207, 295–296, 314–322, 364

– fluoride, HF 1, 108, 244, 277, 291, 305–309, 321–322,

347, 394, 405, 442

– iodide, HI 313

– iodide carbon dioxide, HI � � �CO2; see van der Waals

complexes

– iodide xenon cluster, HI � � � (Xe)n; see van der Waals

complexes

– molecule, H2 1, 5, 120, 124–127, 134, 207, 269, 273,

276–278, 293–295, 298, 309–310, 313, 316–319, 364,

383–384

– sulphide, H2S 257, 397, 462

Hydroxyl; see oxygen

I; see halogens

I2; see halogens

I�; see negative ions

I2 � � � (CO2)n; see van der Waals clusters

I2 � � � (He)n; see van der Waals clusters

I2 � � � (Ne)n; see van der Waals clusters

ICl; see halogens

ICN; see iodine

ICP-OES; see spectroscopy

Idler frequency; see frequency

Image potential 360, 362, 380

Imide; see nitrogen

Impact parameter 220, 233, 244, 263, 284–287, 301, 321,

330

Impulsive model 235–237

Incineration; see combustion

Incoherent (radiation) 3, 58

Index of refraction 49-50, 62–63, 65-66, 69–71,

83–84, 146–150, 154, 174, 177–181, 183–188, 260,

376–377

Inductively coupled plasma optical emission spectroscopy

(ICP-OES); see spectroscopy

Industrial monitoring 398, 433–444

Inelastic collision; see collisions

Inflammation 459–460

Infrared, IR

– multiple-photon excitation 246–247

far- 68

near- 72, 235, 394, 396–398, 436–438, 453

mid- 72

Inhomogeneous broadening; see broadening

Inner harpooning; see harpooning

Interference effect 9, 27–29, 69, 72, 84, 107, 158–161,

178–181, 190, 236

Interference filter; see filters

Intermediate complex; see complexes

Inter-molecular dynamics 117, 264

Internal

– combustion engine; see combustion

– conversion 244, 247, 336–338

– vibrational redistribution, IVR 9, 259

Intersystem crossing 59, 227, 450, 452

Inter-pulse; see spectroscopy (TDLAS)

Intra-cluster reaction 78, 332–336

Intra-molecular dynamics 78, 198, 324

Intra-pulse; see spectroscopy (TDLAS)

Iodine

– atom, I; see halogens

– chloride, ICl; see halogens

– cyanide, ICN 117, 239

– molecule, I2; see halogens

– (negative) ion, I�; see negative ions

– carbon dioxide cluster, I2 � � � (CO2)n; see van der Waals

clusters

– helium cluster, I2 � � � (He)n; see van der Waals

clusters

– neon cluster, I2 � � � (Ne)n; see van der Waals clusters

Iodomethane; see halomethanes

Ion

– imaging 138–141, 204, 310–313

– pair state 32, 245, 256–257, 298, 355

Ionic binding; see bonds

Ionization energy (level); see energy levels or

states

Ionization spectroscopy; see spectroscopy

Irradiance 147, 193, 196–196

Isotope

– enrichment / separation 6, 247, 262

– shift 127, 243

relative abundance 207, 276, 386

Isotropic (anisotropic) 6, 105, 122, 138, 220, 225–226, 289,

301, 306, 310–312
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Jaundice 450

Jellium model 359–361

Jet-cooling 223, 242, 250–251, 257

K; see potassium

KCl; see potassium

KI; see potassium

KDP; see non-linear optical materials

Kerr cell; see shutters

Kerr effect; see non-linear optical effects

Kinetic energy; see energy

KrF laser; see lasers

Lactic acid, CH3CH(OH)COOH; see hydrocarbons

Langmuir Hinshelwood (LH) mechanism 364

Langmuir isotherm 365

Laser ablation (desorption) 9, 118, 422, 427, 432

Laser desorption and ionization, LDI 422–432

Laser-induced

– breakdown spectroscopy (LIBS); see spectroscopy

– fluorescence (LIF) spectroscopy; see spectroscopy

– surface reactions; see reactions

Laser polarization; see polarization

Lasers

amplifier 40, 43

argon ion, Arþ 52–54, 125, 151

carbon dioxide, CO2 72, 415–417, 462

dye 41, 57–61, 117, 333–334, 382, 440, 465

helium neon, HeNe 37, 42, 51–52, 125, 151

excimer 1, 54–55, 59, 234, 314, 329, 367–369, 419,

434–435

neodymium YAG, Nd:YAG 37, 44, 59, 62, 71–76, 117,

122, 155–157, 333–334, 372, 419, 427–428, 440, 465

optical parametric oscillator, OPO 72, 74–76

quantum cascade, QCL 67–68, 396–398, 402, 407–408,

437

quantum well 67–68

ring laser 59

(semiconductor) diode 56, 63–67, 91, 93–94, 114, 125,

210, 395, 452–453, 457, 459

solid-state 37, 41, 45–47, 55-56

titanium sapphire, Ti:sapphire (TiS) 60–63, 74

LDI; see laser desorption and ionization

Lenses (concave, convex) 156–158

Li � � �FH; see van der Waals complexes

LIBS; see spectroscopy

Lidar 409–422

absorption 127, 394

Raman 127, 394, 420–422

differential absorption, DIAL 10, 407, 416

LIF; see spectroscopy

LiF(001); seemono crystals

Lifetime measurement 110

Light-sensitive drug 450

Line profile

Gaussian 25

Lorentzian 25

Voigt 25

Line width; see line profile, full width at half maximum

Linear polarization; see polarization

Liquid-crystal device, LCD 240

Lithium

– niobate, LiNbO3; see non-linear optical materials

– hydrogenfluoride, Li � � �FH; see van der Waals

complexes

Litman configuration (mount); see gratings

Littrow configuration (mount); see gratings

Local work function; seework function

Localized

– atomic reaction; see reactions

– atomic scattering; see scattering

Longitudinal mode; see cavity modes

Lorentzian (distribution function, line shape function,

profile); see line profile

Lowest unoccupied molecular orbital, LUMO 360–362

Low-path filter; see filters

Malignant tissue 9, 451–452

Mass-analysed threshold ionization, MATI;

see spectroscopy

Matrix-assisted laser desorption and ionisation, MALDI;

see spectroscopy

Matrix element 21, 112–113, 122–123, 228, 342

MCP; seemultichannel plate detector

Medicine 9, 392, 449–460

medical diagnostics 455

Mercury

– iodide, HgI2 239

– monoiodide, HgI 239

– chlorine, Hg � � �Cl2; see van der Waals complexes

Metabolism 392, 449, 455–456, 460

Metastable state; see energy levels or states

Methane; see hydrocarbons

Methanol; see alcohols

Methyl (-bromide, -chloride, -iodide); see halomethanes

Methylene; see hydrocarbons

Methylidine; see carbon

Mie scattering; see scattering

Miller indices 357–358

Michelson interferometer; see interferometers

Mirrors

– reflectivity 148–150, 171, 176, 181

curved 158–159

dielectric 181
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Mirrors (continued)

plane 149–150

MLM; see cavity modes

Mode-locking 49–50, 62

colliding pulse, CPM 62, 114

Mode-selective chemistry 9-10, 295–296

Modes (laser); see cavity modes

Modulated absorption spectroscopy; see spectroscopy

Molecular beams (effusive, seeded, supersonic); see beams

(particle)

Molecules

angular momentum (quantum number); see angular

momentum

anharmonicity 19, 122, 246, 342

anharmonic motion 19, 123

covalent; see bonds

diatomic 12, 18–20, 78, 122, 139, 223–232, 251, 297, 362

dissociation energy 19, 140, 223–225, 248–249, 257,

278, 289, 340

homonuclear 22, 122

heteronuclear 22

ionic; see bonds

moment of inertia 251

multiplicity of levels 31, 122

oriented 226, 246, 306, 344–345, 387

parity (even / gerade ; odd / ungerade); see parity

polyatomic 12, 20, 90, 122, 124, 139, 227, 233, 241–244,

246, 249, 251, 257, 259, 261–262

potential well; see potentials

rotational branches (P-, Q-, R-branches) 106-108,

122–124, 127, 131, 137

reduced mass 257, 273, 278, 283, 291

rotational energy; see energy levels and states

transition selection rules; see selection rules

triatomic 11, 233–240, 248, 272, 274–276, 317

van der Waals; see van der Waals complexes

vibrational modes (asymmetric stretch, bending, sym-

metric stretch, wagging) 20, 61, 248–250, 295, 318,

321, 347, 394

zero-point energy 253, 385

Molecular

– beam; see beams (particle)

– elimination 244–245

– orbital 243, 251, 264, 298, 304, 358–359, 362, 379

– transition 22, 24, 104, 106, 120, 140, 419

Moment of inertia; seemolecules

Momentum gap law 342

Monochromator; see spectrometers

Mono crystals

copper, Cu(111) 374

lithium fluoride, LiF(001) 367, 380–382

palladium, Pd(100) 383–385

palladium, Pd(111) 368–369, 375, 377, 386

silver, Ag(110) 375-377, 387

platinum, Pt(111) 366, 385-387, 446

ruthenium, Ru(0001) 387–389

silicon, Si(111) 382–383, 445–446

silver, Ag(111) 372–374, 378

MPI; see ionization

Multi-channel plate detector, MCP 139, 204

Multi-layer coatings; see thin-film coatings

Multi-mode, MLM; see cavity modes

Multi-photon

– excitation 6, 233, 243, 245–258

– ionization, MPI; see ionization

– processes 2–3, 6, 12, 82, 221

Multiple-photon excitation 245–247

Multiplicity of levels; seemolecules

N; see nitrogen

N2; see nitrogen

N2O; see nitrogen

n-type doping; see doping

Na, Naþ; see sodium

Na � � � (FCH3)n; see van der Waals clusters

Na � � �H2O; see van der Waals complexes

NaCl; see sodium

NaI; see sodium

Nanoscale patterning 10, 444–447

Naphthol ammonia clusters; see van der Waals clusters

Natural

– broadening; see broadening

– line width 24–25

– resistance 460, 468–469

Necrosis (cell death) 450–451

Neodymium YAG laser, Nd:YAG; see lasers

Near infrared; see infrared

Negative ions (including FH�2 , I
�, OH�) 130, 137–139,

198, 202, 204, 252, 256–257, 333, 346–348, 378–381,

428–432

Neutral density filter; see filters

NH, NH2, NH3; see nitrogen

Nitrogen

–molecule, N2 5, 111–112, 120–124, 126–127, 244, 271,

300, 422, 436, 441–442, 455–456

amide, NH2 253

ammonia, NH3 124, 242–243, 394, 397–398, 404–405,

416, 442, 456, 462

nitric acid, HNO3 400–402, 418, 435

nitric oxide, NO 108, 397, 413–418, 435, 442, 456, 459–

460, 462,

nitrogen dioxide, NO2 6, 92, 120, 368–369, 377, 397,

398–402, 405, 413–418, 435, 442, 462

nitrogen oxides, NOx 393, 401, 415–419, 435
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nitrous oxide (dinitrogen oxide), N2O 5, 108, 271, 300,

397, 401–403, 456, 462

nitroxyl, HNO 112

NO, NO2, NOx; see nitrogen

Non-adiabatic process 243, 262, 297, 337

Non-bonding orbital; see bonds

Non-linear optical effects

four-wave mixing 128, 252

harmonic generation (SHG, THG, FHG, SFG, DFG) 53,

57, 68, 70, 72–74

Kerr effect 47, 49–50, 62–63

phase matching 69–76

Non-linear optical materials

beta barium borate, BBO 71–72, 75

calcite (calcium carbonate), CaCO3 174–176

lithium niobate, LiNbO3 72

potassium dihydrogen phosphate, KDP 70–72

Non-radiative decay 54, 88, 102–104, 111–112, 132

Notch filter; see filters

NpOH � � � (NH3)n; see van der Waals clusters

O; see oxygen

O2; see oxygen

O3; see oxygen

OD; see oxygen

O.D.; see optical density

Odd parity; see parity

OGS; see spectroscopy

OH; see oxygen

OH�; see negative ions

Oleic acid; see hydrocarbons

OODR; see spectroscopy

Open path; see spectroscopy (TDLAS)

Optical

– density, O.D. 170

– feedback 39, 45–48, 66, 75

– modulator; see shutters

– pumping 37

Optical materials

boron-silicate glass, BK7 147–148, 150, 153–155, 171,

177–178, 181

calcium fluoride, CaF2 147–149

crystalline quartz 49, 175

synthetic quartz (fused silica, suprasil) 147–149, 154,

170, 185–186

Optical-optical double resonance,OODR; see spectroscopy

Opto-galvanic

– effect 85

– spectroscopy, OGS; see spectroscopy

Orbital angular momentum (quantum number); see angular

momentum

Oriented molecules; seemolecules

Oscillator strength 21, 23–24

Oscillatory continuum 55, 230–231, 245

Osculating complex 289–290

Oxidative stress 456–457, 460

Oxygen

– atom, O, O(1D2), O(
3PJ) 6, 234–237, 296–297, 315–

316, 319, 357, 387–388, 419–420

– molecule, O2, O2 (a
1�g), O2 (b

1�þg), O2 (X 3��g)
120, 122, 124–127, 234–237, 257, 296–297, 366, 375,

385–386, 394, 398, 406, 418–420, 440–444, 451–452,

457

hydroxyl, OH 104–105, 111, 125, 234–235, 293–296,

316–319, 346, 415, 418–419, 435, 440–442

ozone, O3, O3 (X 1A1) 235–237, 394, 413–416, 419–420

p-type doping; see doping

p-n junction 64, 194–195

Paclitaxel 453–455

Parallel transition; see transitions

Parity; see also selection rules

even (atoms) 21

even or gerade (molecules) 22, 122

odd (atoms) 21

odd or ungerade (molecules) 22, 122

Partial order 268

Particle size (distribution) 119, 287, 423, 427–429

Pathogen infection 460–461, 464, 467–468

Pd(100), Pd(111); seemono crystals

PDT; see photodynamic therapy

Peroxyacetyl nitrate (PAN); see acetone and derivatives

Perpendicular transition; see transitions

PFI; see spectroscopy

Pharmacokinetics 453, 455

Phase matching; see non-linear optical effects

Phase modulation 260

Photo

– acoustic spectroscopy, PAS; see spectroscopy

– detachment 137, 330, 346–347

– dissociation (fragmentation) 6, 8, 12, 78, 138–140, 220,

223–232, 233–240, 241–244, 245–258, 301, 311–312,

324, 329–331, 335, 340–341, 343, 367–369, 371–392,

414, 419

– electric effect 193–195

– electron 130–131, 135–138, 193, 196, 214, 251–256,

337–338, 373, 378–379

– fragments 5, 7, 138–141, 220, 223–225, 242, 301–302,

313–314, 329–330, 350–353, 380–381

– ion 131–132, 138–141

– ion pairs 256–258

– ionization 12, 129, 135, 220–221, 251, 261–262,

313–315, 329, 337

– sensitizer 450–452
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Photo

– diode; see photon detectors

– multiplier; see photon detectors

Photochemistry 2, 78, 220, 25, 339–341, 371–392, 444

Photo-depletion spectrum 329–332, 333–336

Photodynamic therapy, PDT 449–452

Photo-chemotherapy 450

Phototherapy 449–450

Photo-electron spectroscopy; see spectroscopy

Photon detectors

charge-coupled device, CCD 114, 116, 125, 139,

196–197, 204, 270, 435–436

photo-diode 114, 194–197

photo-multiplier 114, 193–194, 214–215

pyro-electric 197–198

thermopile 197

Photon counting 213–214

Photo-translational spectroscopy, PTS; see spectroscopy

Physisorption 360–364, 446

pKa 354

Planck’s constant 65, 103, 249

Plane waves 160, 162

Planar laser-induced fluorescence, PLIF; see spectroscopy

Process control 2, 406, 433–444

Plant

– defence 460–461

– hormone 460

– physiology 460, 462

– stress 461–463

p-methylphenol; see aromatic hydrocarbons

Pockels cell; see shutters

Pollution 393, 403, 405–406, 412–416, 435–436

Polar molecules; seemolecules

Polarizability 120–122, 344, 360

Polarization 3, 7, 26, 68–69, 71–72, 108–109, 138–140,

150–153, 160, 177, 198, 225–226, 301–303, 374–377

– of electromagnetic waves 6

circular 26

elliptical 26

linear 26, 47, 52

Polyatomic molecules; seemolecules

Polyaromatic hydrocarbons; see aromatic hydrocarbons

Polynuclear aromatic hydrocarbons; see aromatic

hydrocarbons

Polystyrene; see aromatic hydrocarbons

Population

– difference 36, 38

– inversion 1, 37–42, 43–45

thermal 37–38

Porphyrins 452

Potassium

– atom, K 4266, 289, 291, 295

– chloride, KCl 4–6, 295, 304

– dihydrogen phosphate, KDP; see non-linear optical

materials

– iodide, KI 291

Potential

– energy; see energy

– energy function (curve) 19, 23, 32, 123, 224, 226–227,

297, 379–380

– well 19, 243, 275–276, 294, 322, 345, 360

Potential energy surface, PES 6, 105, 198, 266,

273–278

ab initio 276–278

empirical 276, 278

repulsive 220

semi-empirical 276, 278

Predissociation 105, 108, 112–113, 226–228, 251–253,

262, 350

Rotational 253

Vibrational 113, 339–341

Pressure broadening; see broadening

Principal quantum number; see quantum number

Prisms 53–54, 63, 74, 153–155, 173–175

Product

– alignment 7, 30, 138, 304

– angular distribution 7, 105, 108–109, 271–272, 285,

287–288, 289–294, 309–312, 315–316

– velocity distribution 105, 108–109, 289–294, 310–311,

315–317, 319–320, 322, 381–382

Propane; see hydrocarbons

Propanol; see alcohols

Proton – transfer reaction; see reactions

Psoriasis 449–450, 452

Pt(100), Pt(111); seemono crystals

Pulse

– chirping 63

– compression 63

– duration 60, 63, 133, 185, 264, 410

– shaping 16, 30, 60, 261–262

Pulsed field-ionization, PFI; see spectroscopy

Pump – probe technique 115, 116–118, 130–132, 239, 259,

262–263, 353

PUVA therapy 450

Pyro-electric detector; see photon detectors

Q-switching 45–48

Quantum number

orbital angular momentum 17, 21

principal 17

rotational 19, 22

spin 17, 21–22

vibrational 19, 22

total angular momentum 18, 21
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Quantum

– efficiency 226

– well; see lasers

– yield 134, 439, 452

Quarter-wave plate 176

Quartz (crystalline, glass); see optical materials

Quasi-continuum 246–247

Quenching 52, 101–104, 110–113, 129, 132, 238, 380,

410–411, 439

Radiance (irradiance) 3, 147, 193, 196–197

Radiative decay 24, 82, 109, 132

Radio frequency, RF 200

Raman effect

anti-Stokes wave 121–123

Stokes wave 121–123, 420

Raman

– imaging 453–455

– scattering; see scattering

– spectroscopy; see spectroscopy

Rayleigh scattering; see scattering

Rate

– constant 99, 110, 113, 267–269, 272–273, 342, 414

– equations 36–39, 109, 371

– law 267–269

Reaction

– order 268–269

– threshold 225, 337

bimolecular 7, 11–12, 139, 220, 267, 272–273, 277,

279–295, 338, 345, 365, 382

laser-induced surface 12, 324, 367–369

localized atomic 10, 381–383, 444

phonon vs. electron mediated surface 375–377

redox 450, 455

three-centre elimination 244

unimolecular 4, 10,12,102,129,220–221, 246–249,313,

321, 366

Reaction cross-section; see cross sections

Reactive

– resonance 294

– scattering; see scattering

Rebound mechanism 291, 315, 318

Recoil energy; see energy

Recombination transition; see transitions

Redox reactions; see reactions

Reduced mass; seemolecules

Reflection

Reflectivity 40, 65, 98–99, 146–148, 150–153, 177–181,

191–192

total internal reflection 151–153, 155, 175, 183–184, 186

Refraction 69–70, 145–168, 174–175, 375–376

Refractive index 50, 152, 154, 185, 187

Remote sensing 10, 409–410, 415

REMPI; see spectroscopy

Repulsive

– potential energy surface; see potential energy surfaces

– states; see energy levels and states

Resonance-enhanced multi-photon ionization spectro-

scopy; see spectroscopy

Resonance excitation 316, 425

Resonance ionization spectroscopy; see spectroscopy

Resonance ionization mass spectrometry; see spectroscopy

Resonant level model 361–362

Resonator; see cavity

Respiration 449, 455

Rice paddies 399–400

RIMS; see spectroscopy

RIS; see spectroscopy

Roadside monitoring 403–405, 436

Rotational (-vibrational) energy level; see energy levels or

states

Rotational (-vibrational) transition; see transitions

Rotational

– predissociation; see predissociation

– quantum number; see quantum numbers

– temperature; see temperature

Ru(00001); seemono crystals

Ruled grating; see gratings

Russel-Sounders (LS) coupling 21

Rydberg

– atom ToF spectroscopy; see spectroscopy

– constant 257

– states (levels); see energy levels and states

– tagging 137, 241–243, 316–320

S; see sulphur

SD; see sulphur

SF6; see sulphur

SO; see sulphur

SO2; see sulphur

s-tetrazine; see aromatic hydrocarbons

Saddle point 275–276

Saturable absorber; see shutters

Saturation 133–134, 331, 385

Scanning tunnelling microscopy, STM; see spectroscopy

Scattering 79-82

backward 241, 315

forward 291, 300

localized atomic 381–382, 444

Mie 119, 410–411

Raman 80, 120–121, 410–411, 434–436

Rayleigh 80, 119, 122, 410–411, 433

reactive 220, 271–272, 283–290, 294, 310, 315–316,

319, 347
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Schrödinger equation 229, 273, 276

Second-harmonic frequency; see frequency

Second-harmonic generation; see non-linear optical

effects

Seeded molecular beam; seemolecular beams

Selection rules 6, 21, 26, 246, 340

electronic transitions (atoms) 21

electronic transitions (molecules) 22, 104

rotational transitions 22, 122

vibrational transitions 22, 122

Self assembly 444

Semiconductor lasers; see lasers

Semi-empirical potential energy surface; see potential

energy surfaces

Shutters

acousto-optic modulator 47, 49

electro-optical modulator 47, 71

Kerr cell 47, 49–50, 62–63, 413

Pockels cell 47, 49, 71

saturable absorber 49

Si(111); seemono crystals

Signal frequency; see frequency

Single longitudinal mode, SLM; see cavity modes

Small-signal gain (coefficient); see gain

SO2; see sulphur

Sodium

– atom, Na 5, 228, 299

– chloride, NaCl 5, 299

– fluoromethane clusters, Na � � � (FCH3)n; see van der

Waals clusters

– iodide, NaI 228, 230, 256

– ion, Naþ 228, 256

– water, Na � � �H2O; see van der Waals complexes

Solid-state lasers; see lasers

Solvent

– barrier 349

– cage 8, 12, 324, 349–355

Soret band 452

Spatial coherence; see coherence

Speciation 401

Speckle 29, 187–188

Spectator model 38, 291

Spectrometers 91-92, 189–191

acceptance angle (numerical aperture) 190

monochromator 190

spectral dispersion 189–190

spectrograph 190

Spectroscopy

Absorption 87–100

aerosol time-of-flight mass spectrometry, ATOFMS 394,

423, 427–432

cavity ring down, CRDS 78, 98-99, 439–442, 456, 459

coherent anti-Stokes Raman scattering, CARS 127–128,

236

coherent Stokes Raman scattering, CSRS 127–128

femtosecond transition state, FTS 239

Fourier transform infrared, FTIR 192, 243, 367, 381, 459

laser-inducedfluorescence,LIF5,32, 101–118, 238, 296,

306, 434–436, 439–440

laser-induced breakdown, LIBS 394, 423–425

matrix-assisted laser desorption and ionization, MALDI

394, 423–426, 465

multi-photon ionization, MPI 134

opto-galvanic, OGS 85–86

photo-acoustic, PAS 83–84, 461–462

photo-electron spectroscopy, PES 131, 135-136, 138,

251, 336–337

planar laser-induced fluorescence, PLIF 116–117, 439

Raman 121-128, 453-454

resonance-enhanced multi-photon ionization,

REMPI 3–5, 81–82, 129–134, 137–140, 237, 245,

250–251, 253, 313–316, 320, 368, 383, 463–469

resonance ionization, RIS 81, 129

Rydberg-atom ToF spectroscopy 316, 381–382

scanning tunnelling microscopy, STM 382–383,

444–447

threshold ion-pair production, TIPPS 259

threshold photo-electron, TPES 251

time-of-flight (mass spectrometry), TOF(MS) 394

transition-state 238-239, 330, 347

tuneable diode laser absorption spectroscopy, TDLAS

93, 97, 394–397, 398–409, 437–438, 442–444,

457–460

two-photon absorption 246, 250

zero-kinetic energy photo electron, ZEKE131, 136–138,

251–256

zero ion kinetic energy spectroscopy, ZIKE

256–257

Speed of light 25, 310

Spin; see angular momentum

Spin-forbidden transition; see transitions

Spontaneous emission; see emission; see also Einstein A

and B coefficients

Sr; see strontium

SrF; see strontium

Stack 405–406, 425, 439, 442

Stark shift 246

Stationary state 30, 229, 412–414

Steady-state 39, 44, 282, 414

Stereo-dynamic effects 3, 6–7, 108–109, 116, 300–306

Stimulated emission; see emission

Stokes wave; see Raman effect

STM; see spectroscopy

Stratosphere 237, 401–402, 413, 419–422
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Strontium

– atom, Sr 108, 306

– monofluoride, SrF 107–108, 306

Substrate – adsorbate interface 372–374

Sulphur

– atom, S 319

– dioxide, SO2 397, 415–416, 422, 462

– monodeuteride, SD 319

– hexafluoride, SF6 2, 6, 247

Sum frequency; see frequency

Sum-frequency generation; see non-linear optical effects

Supersonic beam (expansion); see beams (particle)

Suprasil; see optical materials

Surface-aligned photoreaction 380–383

Surface photochemistry 375–389

Surface reactions 8, 12, 324, 357–370

– mechanism 364–366

phonon vs. electron mediated; see reactions

Symmetric stretch; seemolecules (vibrational modes)

Synthase 459

Synthetic quartz; see optical materials

TDLAS; see tuneable diode laser spectroscopy; see also

spectroscopy

TEM00 mode; see cavity modes

Temperature

– tuning 66, 71

electron 388

rotational 133, 257

Temporal coherence; see coherence

Thermal

– equilibrium 35–36, 79, 82–83, 106, 269

– population; see population

Thermopile detectors; see photon detectors

Third-harmonic frequency; see frequency

Third-harmonic generation; see non-linear optical effects

Three-centre elimination; see reactions

Threshold ion-pair production spectroscopy, TIPPS;

see spectroscopy

Threshold photoelectron spectroscopy, TPES;

see spectroscopy

Time-of-flight (mass spectrometry), TOF(MS);

see spectroscopy

Time-domain 330, 333

Titanium sapphire laser, Ti:sapphire; see lasers

Toluene; see aromatic hydrocarbons

Tomato; see fruits

Total angular momentum, see angular momentum

Total internal reflection; see reflection

Traffic 393, 414–417, 437

Trans-resveratrol 461, 463–469

Transition-moment

Transition-state spectroscopy; see spectroscopy

Transition

– moment 21, 90, 225–226, 234

– probability 3, 20–23, 37, 106–108, 302

atomic 85, 88

dipole-allowed 131

electric dipole 90, 225

forbidden 122, 237–238, 246, 270

molecular 22, 51, 88, 104, 106, 120, 140, 395, 410, 419

recombination 64

rotational 22, 81, 90, 106–107, 122–123, 131, 133

rotational-vibrational 128, 461

spin-forbidden 237–238

vibrational 22, 89–90, 295

Transmittance 87, 146–147, 151, 173, 181–182

Transverse electromagnetic mode (TEMml); see cavity

modes

Trapped trajectory 235–236

Trapping (of atoms, molecules)

Triatomic molecules; seemolecules

Trifluoromethyl; see halomethanes

Trifluoromethyl aniline; see aromatic hydrocarbons

Troposphere 237, 398, 401–402, 412–419

tropospheric chemistry 398

Tumour 450–452, 453–455

Tuneable diode laser absorption spectroscopy, TDLAS;

see also spectroscopy

Airborne 401–403

closed path 398–403

inter-pulse 397

intra-pulse 397

open path 403–409

Tunnelling 243, 255, 321–322, 355, 373, 382

Two-photon spectroscopy; see spectroscopy

Ultraviolet, UV 6, 53, 61, 68, 74, 87, 89, 129, 175, 221,

235–237, 243, 327, 367–368, 378, 413, 419, 444

Uncertainty principle (Heisenberg) 24

Ungerade; see parity

Unimolecular reaction; see reactions

Unit cell 357-358, 382, 445

Vacuum level 359, 373, 378–380

Vacuum ultraviolet, VUV 68, 90, 129, 148, 221, 233, 243,

252, 256, 385, 430–431

van der Waals (vdW) bond; see bonds

van der Waals clusters, complexes

barium fluoromethane, Ba � � �FCH3 331–337

barium chlorine, Ba � � �Cl2 338
calcium hydrogenchloride, Ca � � �HCl 332
dihydrogen fluorine, FH�2 ; see also negative ions
346–347
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helium chlorine, He � � �Cl2 342
hydrogen iodide xenon cluster, HI � � � (Xe)n 345
hydrogen iodide carbon dioxide, HI � � �CO2

346

iodine carbon dioxide, I2 � � � (CO2)n 350–353

iodine helium cluster, I2 � � � (He)n 339–341, 344
iodine neon cluster, I2 � � � (Ne)n 339–341, 344
lithium hydrogenfluoride, Li � � �FH 331

mercury chlorine, Hg � � �Cl2 332
naphthol ammonia clusters, NpOH � � � (NH3)n 354

sodium fluoromethane, Na � � � (FCH3)n 327, 329

sodium water, Na � � �H2O 327

Vector correlations 243, 301–302

Velocity mapping 140, 316

Vibrational

– distribution 5–6, 235–237, 308–309, 317

– energy; see energy

– energy level; see energy levels or states

– predissociation; see predissociation

– temperature; see temperature

– transitions; see transitions

Vibrationally mediated photo-dissociation, VMP 234

Vinyl chloride; see hydrocarbons

Voigt (line) profile; see line profiles

Volatile organic compounds, VOC414–415, 418–419, 455,

461

Volatilization 3–4, 463

VUV; see vacuum ultraviolet

Wagging mode; seemolecules (vibrational modes)

Walk-off; see non-linear processes

Water

deuterated water, HOD 234, 293–296, 318–319

water, H2O 104, 124, 234–235, 293, 295–296, 317–318,

397–398, 415–416

Wave

– function 18–23, 30–32, 123, 230–231, 273, 276, 335,

361

– meter 114

– number 18, 81, 121

– packet 9–10, 29–33, 228–230, 236, 239, 259, 262–264,

349–351

Wetlands 399-400

Work function 359–363, 373–374, 380

X-ray free-electron lasers 264

Zero kinetic energy photoelectron spectroscopy, ZEKE;

see spectroscopy

Zero ion kinetic energy spectroscopy, ZIKE;

see spectroscopy

Zero-point energy; seemolecules
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